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external forcing):

∂u(x, t)

∂t
+ (u(x, t) · ∇)u(x, t) = −∇p(x, t) + f(x, t) in R3 × (0,∞),

∇ · u(x, t) = 0 in R3 × (0,∞),

u(x, 0) = u0(x) in R3,

(1.2)

in R3 on [0, T ) in terms of the vorticity ω = curl u = ∇ × u. That is, a smooth
solution u is regular after t ≥ T , provided

ω ∈ L1([0, T ];L∞).(1.3)

Later [8](see Theorem 1) refined the estimate (1.1) to the Bounded Mean Oscil-
lation(BMO) spaces as

∥f∥L∞ ≤ C
{
1 + ∥f∥BMO loge (e+ ∥f∥Hs)

}
, s > 3/2.(1.4)

In (1.4), BMO is the space defined as a set of locally L1-functions f such that

∥f∥BMO ≡ sup
R>0,x∈R3

1

|BR(x)|

∫
BR(x)

|f(y)− fBR(x)|dy < +∞,

where BR(x) is the ball of radius R centered at x, |BR(x)| is its volume and fBR(x)

stands for the average of f over BR(x), i.e., fBR
=

1

|BR|

∫
y∈BR(x)

f(y)dy. Using the

fact that the Riesz transforms are bounded in BMO, but not in L∞, the authors
in [8] extended the result (1.3) to the space

ω ∈ L1([0, T ]; BMO).(1.5)

The authors in [9] (see Theorem 2.1) obtained the logarithmic Sobolev inequality
in Besov spaces as: For f ∈ Hs(R3):

∥∇f∥L∞ ≤ C
{
1 + ∥∇ × f∥Ḃ0

∞,∞
(1 + loge (e+ ∥f∥Hs))

}
, s > 5/2,(1.6)

where Ḃ0
∞,∞ is the homogeneous Besov space. In general, the homogeneous Besov

space Ḃs
p,q, 1 ≤ p, q ≤ ∞ is defined as follows: Let S(R3) be the Schwartz class of

rapidly decreasing functions and S ′ be its dual, i.e., the space of tempered distri-
butions. By introducing the Littlewood-Paley dyadic partition of unity ϕj(x), for

1 ≤ p, q ≤ ∞, s ∈ R, the homogeneous Besov space Ḃs
p,q is defined as

Ḃs
p,q =

f ∈ Z ′ : ∥f∥Ḃs
p,q

≡

 ∞∑
j=−∞

2jsq∥ϕj ∗ f∥qLp

1/q

< +∞

 ,

where Z ′ can be identified by the quotient space of S ′/P with the polynomial space

P (see [4, 21, 24] for more details). By the embedding of BMO ⊂ Ḃ0
∞,∞ and using

(1.6), the authors in [9] extended the regularity criterion in (1.5) as

ω ∈ L1([0, T ]; Ḃ0
∞,∞).(1.7)
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In [1], the three dimensional Navier-Stokes equations with hereditary viscosity
are rigorously studied and the finite speed propagation property of the vorticity
field is also established. With the above motivations, we try to examine a blow-
up criterion for the 3D Navier-Stokes equations with hereditary viscosity, which
easily covers linear viscoelastic fluid flow models like Maxwell’s fluid flow equations.
The solvability results and blow-up criterion of such models obtained in this work
suggests us that these models are more close to Euler equations rather than Navier-
Stokes equations.

1.1. Main results. The main results obtained in this paper are summarized as
follows:

Theorem 1.1. 1. Suppose the initial velocity u0 ∈ Vs, for s > 5/2 with ∥u0∥Vs ≤
N0, for some N0 > 0. Then there exists a time T̃ depending only on N0 such that
the system (2.9) (see below) has a unique smooth solution in the class

u ∈ C([0, T ];Vs) ∩ C1(0, T ;Vs−2),(1.8)

at least for T = T̃ (N0).

2. For the solution u(·) of (2.9), suppose there are constants L0 and T ∗ so that
on any interval [0, T ] of existence of the solution in class (1.8), with T < T ∗, the
vorticity satisfies the a-priori estimate:∫ T ∗

0
∥ω(t)∥Ḃ0

∞,∞
dt ≤ L0.

Then the solution can be continued in the class

C([0, T ];Vs) ∩ C1(0, T ;Vs−2),

to the interval [0, T ∗].

1.2. Layout of the paper. The organization of the paper is as follows: In the next
section, we give the mathematical formulation of the 3D Navier-Stokes equations
with hereditary viscosity and describe properties of the kernel. The existence and
uniqueness of smooth solutions to the system via a frequency truncation method is
obtained in section 3. The Beale-Kato-Majda blow-up criterion of smooth solutions
in various spaces is established in section 4.

2. Navier-Stokes equations with hereditary viscosity

In this section, we describe the three dimensional Navier-Stokes equations with
hereditary viscosity and discuss about the functional spaces needed to obtain the
unique local solvability results.

In the theory of viscoelastic fluids, one assumes that the stress tensor is rep-
resented as T = −pI + F(G(s)), where G(s) is the history of the strain tensor,
p : R3 × [0, T ] → R is the fluid pressure and I is the identity matrix. We use this
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constitutive relationship to obtain the momentum equation as

(2.1)

∂u

∂t
+ (u · ∇)u = −∇p+∇ · F(G(s)) + f in R3 × (0, T ),

∇ · u = 0 in R3 × (0, T ),


where u = (u1, u2, u3) : R3 × [0, T ] → R3 is the fluid velocity and f = (f1, f2, f3)
is the external forcing. The functional F may be represented in terms of multiple
integrals over polynomials in the histories G (see [1]) and by restricting to the
representation to first order linear terms, we obtain

F(G) = 2

∫ ∞

0
a(s)G(s)ds =

∫ ∞

0
a(s)(∇xu(x, t− s) + (∇xu(x, t− s))⊤)ds,

where the kernel a(·) has the properties given in (2.10) and (·)⊤ denotes the trans-
pose. Thus we consider the system (2.1) in the form:

(2.2)
∂u(x, t)

∂t
+ (u(x, t) · ∇)u(x, t)−

∫ t

−∞
a(t− s)∆u(x, s)ds = −∇p(x, t) + f(x, t)

in R3 × R,
∇ · u(x, t) = 0 in R3 × R,

u(x, s) = u0(x, s)

in R3 × (−∞, 0),

u(x, 0) = u0(x) in R3.


Without loss of generality, we take u0(x, s) ≡ 0 for all (x, s) ∈ R3 × (−∞, 0) and
f(x, t) ≡ 0, for all (x, t) ∈ R3 × (0,∞). We define the following function spaces:

H :=
{
u ∈ L2(R3) : ∇ · u = 0

}
,(2.3)

with the norm denoted by ∥ · ∥H and inner product by (·, ·)H, and

Vs :=
{
u ∈ Hs(R3) : ∇ · u = 0

}
,

with the Hilbertian norm ∥u∥Vs = ∥(I−∆)s/2u∥H =: ∥Jsu∥H and the inner product
(u,v)Vs

= (Jsu, Jsv)H.

Remark 2.1. The following properties of the Sobolev space Vs(Rn) are used in the
paper frequently.

1. For s >
n

2
+ k, the space Vs(Rn) ⊂ Ck(Rn), and ∥f∥Ck ≤ C∥f∥Vs , where

∥f∥Ck := sup
x∈Rn

{|f |, |∇f |, · · · , |∇kf |}, k = 0, 1, 2, . . ..

2. For s > n/2, Vs(Rn) is an algebra, i.e., ∥fg∥Vs ≤ ∥f∥Vs∥g∥Vs , for s > n/2
and f, g ∈ Vs(Rn).

3. Sobolev interpolation inequality. For 0 < s′ < s and f ∈ Vs(Rn), we have

∥f∥Vs′ ≤ ∥f∥1−s′/s
H ∥f∥s

′/s
Vs

.
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2.1. Linear and nonlinear operators. Let us define the Stokes operator

Au = −PH∆u, for all u ∈ D(A) = H2(R3) ∩ V1,(2.4)

where PH is the the Helmholtz-Hodge orthogonal projection from L2 onto H (see [12]
for more details).

We define the bilinear operator B : D(B) ⊂ H×V1 → H by B(u,v) = PH(u ·∇)v,
with B(u) = B(u,u). Moreover, for any u,v,w ∈ V1, we have

(B(u,v),w)H =
3∑

i,j=1

∫
R3

ui
∂vj
∂xi

wjdx = − (B(u,w),v)H and (B(u,v),v)H = 0.

(2.5)

Using Hölder’s inequality, for u,v ∈ Vs and all w ∈ H, we have

| (B(u,v),w)H | ≤ ∥B(u,v)∥H∥w∥H ≤ ∥u∥H∥∇v∥L∞∥w∥H,
and hence

∥B(u,v)∥H ≤ ∥u∥H∥∇v∥L∞ ≤ C∥u∥Vs∥v∥Vs , for s > 5/2.

For more details and properties of the operators A and B(·), we refer the readers
to [23].

Let us now recall the Kato-Ponce commutator estimate used in this paper.

Lemma 2.2 (Lemma XI, [6]). If s ≥ 0 and 1 < p < ∞, then

∥Js(fg)− f(Jsg)∥Lp ≤ Cp

(
∥∇f∥L∞∥Js−1g∥Lp + ∥Jsf∥Lp∥g∥L∞

)
.(2.6)

For p = 2, Lemma 2.2 implies

∥Js [B(u,v)]− B(u, Jsv)∥H ≤ C (∥∇u∥L∞∥v∥Vs + ∥u∥Vs∥∇v∥L∞) .(2.7)

The divergence free condition yields (B (u, Jsu) , Jsu)H = 0 and hence we have

(JsB(u,u), Jsu)H = (JsB(u,u)− B(u, Jsu), Jsu)H

≤ ∥JsB(u,u)− B(u, Jsu)∥H∥Jsu∥H
≤ C∥∇u∥L∞∥u∥2Vs

.(2.8)

2.2. Abstract formulation. Under the above functional setting, the system (2.2)
(after taking the orthogonal projection PH) can be written in the abstract form as

(2.9)

du(t)

dt
+B(u(t)) + (a ∗Au)(t) = 0,

u(0) = u0,


where (a ∗ Au)(t) =

∫ t

0
a(t− s)Au(s)ds. In this paper, we assume that the non-

constant kernel a(·) satisfies the following conditions:

(2.10)
a ∈ C2(R+) ∩ C[0,∞),

(−1)ka(k)(t) ≥ 0, for all t > 0, k = 0, 1, 2.

}
We also take u0 ∈ Vs, for all s > 5/2.
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2.3. Properties of the kernel. Let us define

(Lu)(t) := (a ∗ u)(t) =
∫ t

0
a(t− s)u(s)ds.

A function a(·) is called positive kernel if the operator L is positive on L2([0, T ];H)
for all T . That is,∫ T

0
(Lu(t),u(t))dt =

∫ T

0

∫ t

0
a(t− s)(u(s),u(t))dsdt ≥ 0,

for all u ∈ H and every T > 0.

Let â(θ) be the Laplace transform of a(t), i.e.,

â(θ) =

∫ ∞

0
e−θra(r)dr, θ ∈ C.

Then, we have

Lemma 2.3 (Lemma 4.1, [2]). Let a ∈ L∞(0,∞) be such that

Re â(θ) > 0, if Re θ > 0.

Then, a(t) defines a positive kernel.

Also, a(·) is said to be a strongly positive kernel if there exists constants ε > 0
and α > 0 such that a(t)− εe−αt is a positive kernel, that is∫ T

0

∫ t

0
a(t− s)(u(s),u(s))dsdt ≥ ε

∫ T

0

∫ t

0
e−α(t−s)(u(s),u(s))dsdt ≥ 0,(2.11)

for all u ∈ L2([0, T ];H).

Lemma 2.4 (Proposition 4.1, [2]). Let a(t) satisfy the following conditions:

(i) a ∈ C[0,∞) ∩ C2(0,∞),

(ii) (−1)k
dk

dtk
a(t) ≥ 0, for t > 0, k = 0, 1, 2,

(iii) a(t) ̸= constant.

Then a(t) is a strongly positive kernel.

We recall (see for e.g. Proposition 1.3.3, [18]) that this condition implies the
integral operator y 7→ a ∗ y is positive in the space L2([0, T ];X), where X is an
arbitrary real Hilbert space with the scalar product (·, ·)X and the norm ∥ · ∥X.
More precisely, we have∫ T

0

(
y(t),

∫ t

0
a(t− s)y(s)ds

)
X
dt ≥ 0, for all y ∈ L2([0, T ];X).(2.12)

Remark 2.5. 1. For any v ∈ L2([0, T ];Vs), using integration by parts and bound-
ary conditions, it can be easily seen that

∫ T

0

(
v(t),

∫ t

0
a(t− s)Av(s)ds

)
H
dt =

∫ T

0

(
∇v(t),

∫ t

0
a(t− s)∇v(s)ds

)
H
dt ≥ 0.

(2.13)
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2. Even though we are assuming that a(·) is strongly positive (see (2.10)), we
only exploit (2.13) in the proofs and hence the results obtained in the paper are
also true for positive kernels.

2.4. The vorticity equation. Taking curl in the first equation in (2.1), we get
the vorticity ω = ∇× u equation as

(2.14)

∂ω(t)

∂t
+ (u(t) · ω(t))− (ω(t) · ∇)u(t) = (a ∗∆ω)(t),

ω(0) = ω0,


where ω0 = curl u0 = ∇×u0. Note that ∇×∇p = 0 and since ω = ∇×u, ∇·ω = 0.
The derivative of velocity u(·) is described by the vorticity ω(·) through the singular
integral operator (Biot-Savart law) as

∇u = (−∆)−1∇ (∇× ω) or u(x, t) =
1

4π

∫
R3

(x− y)× ω(y, t)

|x− y|3
dy.(2.15)

Remark 2.6. There exists a constant C independent of u such that

∥∇u∥Lp ≤ C∥ω∥Lp , 1 < p < ∞.(2.16)

The inequality (2.16) can be derived from the Biot-Savart law (see [11]) and the
bounds of the Riesz transforms on Lp(1 < p < ∞) (see [22]).

2.5. Maxwell’s fluid flow. Let us now give an example, which motivated us to
consider the system like (2.9). A linear viscoelastic fluid with a finite discretely dis-
tributed relaxation times {λl} and retardation times {κm} is a fluid whose defining
(or rheological) equation, connecting the deviator of the stress tensor σ and the
strain tensor D has the form:(

1 +
L∑
l=1

λl
∂l

∂tl

)
σ = 2ν

(
1 +

M∑
m=1

κmν−1 ∂m

∂tm

)
D, where ν, λL, κM > 0,(2.17)

and the numbers L and M are connected by the relation M = L− 1, L = 1, 2, . . ..
We call such fluid flows as the Maxwell’s fluid flow of order L. We assume that
the relaxation times {λl} satisfy the following conditions: the roots {αl} of the
polynomial

Q(p) = 1 +
L∑
l=1

λlp
l

are distinct, i.e., Q′(αl) ̸= 0, for all l = 1, . . . , L, real, negative: αl < 0, for all
l = 1, . . . , L and, in addition, the relaxation times {λl}, the viscosity coefficient ν,
and the delay times {κm} satisfy the following conditions:

al = νP(αl)[Q
′(αl)]

−1 > 0, l = 1, . . . , L,(2.18)

where for the Maxwell’s fluid, we have P(p) = 1 +
M∑

m=1
κmν−1pm.
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Without loss of generality, we assume that σ(x, t) = 0, for t < 0 and we apply to
(2.17) the Laplace transform L with respect to the variable t. Then we obtain

σ(x, t) ≡
∫ t

0
G(t− τ)D(x, τ)dτ,(2.19)

and moreover

G(t) = 2νL−1

{(
1 +

M∑
m=1

κmν−1pm

)
Q−1(p)

}
.(2.20)

From (2.19) and (2.20), under the conditions given in (2.18), we obtain that for
Maxwell’s fluids of order L = 1, 2, . . ., we have

σ(x, t) =

L∑
m=1

am

∫ t

0
eαm(t−τ)D(x, τ)dτ.(2.21)

Introducing (2.21) into the equations of motion of a continuous incompressible
medium in the Cauchy form:

∂u

∂t
+ (u · ∇)u+∇p = ∇ · σ + f(x, t), div u = 0,

we obtain the integrodifferential equations of the motion of Maxwell’s fluids of order
L as

∂u

∂t
+ (u · ∇)u−

L∑
m=1

am

∫ t

0
eαm(t−τ)∆u(τ)dτ +∇p = f , ∇ · u = 0.

The Maxwell fluid of order one can be written as

∂u

∂t
+ (u · ∇)u− γ

∫ t

0
e−δ(t−τ)∆u(τ)dτ +∇p = f , ∇ · u = 0,(2.22)

where γ = 2ν
λ > 0 and δ = 1

λ > 0 so that a(t) = γe−δt. If we define v(t) :=∫ t
0 e

−δ(t−s)u(s)ds, then the system (2.22) can be written as

(2.23)


∂u

∂t
+ (u · ∇)u− γ∆v +∇p = f ,

∂v

∂t
− u+ δv = 0, ∇ · u = 0.

For the kernel a(t) = γe−δt, we know that∫ ∞

0
a(t)dt =

γ

δ
and â(θ) =

γ

θ + δ
> 0 for Re θ > 0,

and by Lemma 2.3, a(t) is a positive kernel. Hence, we have∫ T

0
((a ∗A)u(t),u(t))dt =

∫ T

0
((a ∗ ∇u)(t),∇u(t))dt ≥ 0.

Also, we know that

a(t) = γe−δt > 0, a′(t) = −γδe−δt < 0 and a′′(t) = γδ2e−δt > 0,

and by thus Lemma 2.4, a(t) is a strongly positive kernel.
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3. Local existence and uniqueness

In this section, we establish the local existence and uniqueness of smooth solutions
to the system (2.2) using a frequency truncation method. Interested readers are
referred to see [5, 12–15], etc for the local solvability of various systems using this
method. The local solvability results are already known due to [1], in which the
authors used a suitable intermediate m-accretive quantization of the nonlinear term
to get the local existence. The stochastic counter part of this problem is considered
in [14].

3.1. The truncated system. Let us define the Fourier truncation SR (see Feffer-
man et.al. [5]) as follows:

SRf
∧

(ξ) = 1BR
(ξ)f
∧

(ξ),

where BR, a ball of radius R > 0 centered at the origin and 1BR
(·) is the indicator

function. For s ≥ 0, we have

(3.1)

∥SRf∥Vs ≤ C∥f∥Vs ,

∥SRf − f∥Vs ≤ C

(
1

R

)k

∥f∥Vs+k
,

∥(SR − SR′)f∥Vs ≤ Cmax

{(
1

R

)k

,

(
1

R′

)k
}
∥f∥Vs+k

,


where C is a generic constant independent of R. Let us consider the truncated (in
the frequency domain with cut off SR) 3D Navier-Stokes equation with hereditary
viscosity in the whole space R3 as

(3.2)

∂uR(x, t)

∂t
+ SR(u

R(x, t) · ∇)uR(x, t)−
(
a ∗∆uR

)
(x, t) = −∇pR(x, t),

∇ · uR(x, t) = 0,

uR(x, 0) = SRu0(x),


for (x, t) ∈ R3 × [0, T ]. By taking the truncated initial data, we ensure that uR lies
in the space

HR :=
{
f ∈ Vs : f̂ is supporthed in BR

}
.

On the space HR, we have SRu
R = uR and it is easy to show that SR

((
uR · ∇

)
uR
)

is locally Lipschitz in uR. Hence, by Picard’s theorem for infinite-dimensional ODEs
(see Theorem 3.1, [11]), there exists a solution uR in HR to (3.2) for some time
interval [0, T (R)]. The solution exists as long as ∥uR∥Vs remains finite. We take
the orthogonal projection PH on (3.2) to find

(3.3)

duR(t)

dt
+ SRB

(
uR(t)

)
+ (a ∗AuR)(t) = 0,

uR(0) = SRu0,
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where we also used the fact that the operators SR and PH commute. Using the
divergence free condition, it can be easily seen that(

SRB
(
uR
)
,uR

)
H =

(
B
(
uR
)
,SRu

R
)
H =

(
B
(
uR
)
,uR

)
H = 0.(3.4)

We take inner product with uR(·) in (3.3) and integrate it from 0 to t to obtain

∥uR(t)∥2H = ∥uR(0)∥2H −
∫ t

0

((
a ∗AuR

)
(s),uR(s)

)
H ds.(3.5)

Using (2.13), (3.4) and (3.1), we get ∥uR(t)∥H ≤ ∥u0∥H, for all t ∈ [0, T ]. The next
proposition gives a higher order a-priori estimate for the system (3.3).

Proposition 3.1. Given initial data u0 ∈ Vs with s > 5/2, there exists a time T̃

such that ∥uR(t)∥Vs is bounded uniformly on [0, T̃ ] and the bound is independent of
R.

Proof. Let us apply Js on (3.3) to get

(3.6)
dJsuR(t)

dt
+ SRJ

sB
(
uR(t)

)
+ Js(a ∗AuR)(t) = 0,

since Js and SR commute (see [12]). We now take inner product with JsuR(·) in
(3.6) and integrate it from 0 to t to obtain

∥uR(t)∥2Vs
= ∥uR(0)∥2Vs

−
∫ t

0

(
SRB

(
uR(s)

)
,uR(s)

)
Vs

ds(3.7)

−
∫ t

0

(
(a ∗AuR)(s),uR(s)

)
Vs

ds.

Using the Cauchy-Schwarz inequality and (2.8), we have∣∣∣(SRB
(
uR
)
,uR

)
Vs

∣∣∣ ≤ C∥∇uR∥L∞∥uR∥2Vs
≤ C∥uR∥3Vs

,(3.8)

for s > 5/2. Now we use (2.13), (3.1) and (3.8) in (3.7) to get

∥uR(t)∥2Vs
≤ ∥u0∥2Vs

+ C

∫ t

0
∥uR(s)∥3Vs

ds.(3.9)

Let us set Y(t) = ∥uR(t)∥2Vs
and Y(0) = ∥u0∥2Vs

, so that from (3.9), we obtain√
Y(t) ≤

√
Y(0)

(1− Ct
√
Y(0))

,(3.10)

for all t ∈ [0, T ]. If we choose T̃ < 1

C
√

Y(0)
, then we have

sup
t∈[0,T̃ ]

∥uR(t)∥Vs ≤
∥u0∥Vs

1− CT̃∥u0∥Vs

= ∥u0∥Vs +
∥u0∥2Vs

CT̃

1− CT̃∥u0∥Vs

,(3.11)

and hence ∥uR∥Vs is bounded uniformly on [0, T̃ ] and the bound is independent of
R. □
Proposition 3.2. The family {uR(·)} of solutions of (3.3) are Cauchy (as R → ∞)

in L∞([0, T̃ ];H).
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Proof. We consider the equation (3.3) and take the difference between the equations
for R and R′ to obtain (R′ ≥ R)

d

dt
(uR − uR′

)(t) + (SRB(u
R(t))− SR′B(uR′

(t))) + (a ∗A(uR − uR′
))(t) = 0.

(3.12)

Let us take inner product with uR −uR′
in (3.12) and then integrate from 0 to t to

obtain

∥(uR − uR′
)(t)∥2H = ∥(uR − uR′

)(0)∥2H

− 2

∫ t

0
((SRB(u

R(s))− SR′B(uR′
(s))), (uR − uR′

)(s))Hds(3.13)

− 2

∫ t

0
((a ∗A(uR − uR′

))(s), (uR − uR′
)(s))Hds.

For 0 < ε < 1, we use (3.1) to find

∥(uR − uR′
)(0)∥H = ∥(SR − SR′)u0∥H ≤ C

Rε
∥u0∥Vε ≤

C

Rε
∥u0∥Vs .(3.14)

A rearrangement gives us

(SRB(u
R)− SR′B(uR′

),uR − uR′
)H

= ((SR − SR′)B(uR),uR − uR′
)H + (SR′(B(uR)− B(uR′

)),uR − uR′
)H

= ((SR − SR′)B(uR),uR − uR′
)H + (SR′B(uR − uR′

,uR),uR − uR′
)H,(3.15)

since (SR′B(uR′
,uR − uR′

),uR − uR′
)H = 0. Let us take the first term from the

right hand side of the inequality in (3.15) and use the Cauchy-Schwarz inequality,
(3.1) and (2.8) to obtain∣∣∣((SR − SR′)B(uR),uR − uR′

)H

∣∣∣ ≤ ∥(SR − SR′)B(uR)∥H∥uR − uR′∥H

≤ C

Rε
∥B(uR)∥Vε∥uR − uR′∥H

≤ C

Rε
∥(uR · ∇)uR∥Vs−1∥uR − uR′∥H

≤ C

Rε
∥uR∥Vs−1∥∇uR∥Vs−1∥uR − uR′∥H

≤ C

Rε
∥uR∥2Vs

∥uR − uR′∥H,(3.16)

for 0 < ε < 1 < s− 1 and s > 5/2. In (3.16), we have also used the fact that Vs is
an algebra for s > 3/2. We estimate the second term in the right hand side of the
inequality (3.15) using (3.1), Cauchy-Schwarz and Hölder’s inequalities as∣∣∣(SR′B(uR − uR′

,uR),uR − uR′
)H

∣∣∣ ≤ ∥B(uR − uR′
,uR)∥H∥uR − uR′∥H

≤ C∥∇uR∥L∞∥uR − uR′∥2H
≤ C∥uR∥Vs∥uR − uR′∥2H,(3.17)
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for s > 5/2. Combining (3.16) and (3.17), substituting in (3.13), and then using
(2.13), Young’s inequality and Proposition 3.1, we obtain

∥(uR − uR′
)(t)∥2H ≤ C

R2ε
∥u0∥2Vs

+
C

Rε

∫ t

0
∥uR(s)∥2Vs

∥(uR − uR′
)(s)∥Hds(3.18)

+ C

∫ t

0
∥uR(s)∥Vs∥(uR − uR′

)(s)∥2Hds

≤ C

(
1

R2ε
∥u0∥2Vs

+
M2T̃

Rε

)

+ CM

(
1 +

M

Rε

)∫ t

0
∥(uR − uR′

)(s)∥2Hds,

for t ∈ [0, T̃ ], where we used

sup
t∈[0,T̃ ]

∥uR(t)∥Vs ≤ M.(3.19)

For 0 < ε < 1, an application of Gronwall’s inequality in (3.18) yields

sup
t∈[0,T̃ ]

∥(uR − uR′
)(t)∥2H ≤ C

(
1

R2ε
∥u0∥2Vs

+
M2T̃

Rε

)
exp

(
CM

(
1 +

M

Rε

)
T̃

)
,

(3.20)

and the right-hand side tends to zero as R,R′ → ∞, as required. □

Proposition 3.3. The family {uR(·)} of solutions of (3.3) are Cauchy (as R → ∞)

in L∞([0, T̃ ];Vs′), for any 0 < s′ < s, and uR → u strongly in L∞([0, T̃ ];Vs′).

Proof. It follows from Proposition 3.2 that uR → u strongly in L∞([0, T̃ ];H). For
0 < s′ < s, by using the Sobolev interpolation inequality, and Propositions 3.1 and
3.2, we also have

sup
t∈[0,T̃ ]

∥(uR − uR′
)(t)∥Vs′ ≤ sup

t∈[0,T̃ ]

∥(uR − uR′
)(t)∥1−s′/s

H sup
t∈[0,T̃ ]

∥(uR − uR′
)(t)∥s

′/s
Vs

≤ 2M s′/s sup
t∈[0,T̃ ]

∥uR − uR′∥1−s′/s
H → 0,(3.21)

as R,R′ → ∞. Thus uR → u strongly in L∞([0, T̃ ];Vs′), for 0 < s′ < s. □

By the divergence free condition and the algebra property of the Vs′-norm, we
also have

∥(u · ∇)v∥Vs′−1
= ∥∇ · (u⊗ v)∥Vs′−1

≤ C∥u⊗ v∥Vs′ ≤ C∥u∥Vs′∥v∥Vs′ ,(3.22)

for s′ > 5/2.

Proposition 3.4. For 0 < s′ < s, we have

sup
t∈[0,T̃ ]

∥SRB(u
R(t))− B(u(t))∥Vs′−1

→ 0, as R → ∞.(3.23)
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Proof. Using (2.7), (3.1), (3.22), Propositions 3.2 and 3.3, for 0 < ε < 1, we have

sup
t∈[0,T̃ ]

∥SRB(u
R(t))− B(u(t))∥Vs′−1

≤ sup
t∈[0,T̃ ]

∥SRB(u
R(t), (uR − u)(t))∥Vs′−1

+ sup
t∈[0,T̃ ]

∥SRB((u
R − u)(t),u(t))∥Vs′−1

+ sup
t∈[0,T̃ ]

∥SRB(u(t))− B(u(t))∥Vs′−1

≤ 2C sup
t∈[0,T̃ ]

∥uR(t)∥Vs′ sup
t∈[0,T̃ ]

∥(uR − uR′
)(t)∥Vs′ +

C

Rε
sup

t∈[0,T̃ ]

∥B(u(t))∥Vs′−1+ε

≤ 2CM sup
t∈[0,T̃ ]

∥(uR − uR′
)(t)∥Vs′ +

CM2

Rε
→ 0,

(3.24)

as R → ∞. □
Proposition 3.5. For 0 < s′ < s, we have

sup
t∈[0,T̃ ]

∥(a ∗A(uR − u))(t)∥Vs′−2
→ 0, as R → ∞.(3.25)

Proof. Using Proposition 3.3, we have

sup
t∈[0,T̃ ]

∥(a ∗A(uR − u))(t)∥Vs′−2
≤ C(T̃ ) sup

t∈[0,T̃ ]

∥(uR − u)(t)∥Vs′ → 0,(3.26)

as R → ∞. □

For the initial data convergence, by using (3.1), we obtain

∥SRu0 − u0∥Vs′ ≤
C

Rε
∥u0∥Vs′+ε

≤ C

Rε
∥u0∥Vs → 0,(3.27)

as R → ∞. Now it remains to show the convergence of the time derivative. From
(3.3), using (3.22), we have

sup
t∈[0,T̃ ]

∥∥∥∥duR(t)

dt

∥∥∥∥
Vs−2

≤ sup
t∈[0,T̃ ]

∥SRB(u
R(t))∥Vs−2 + sup

t∈[0,T̃ ]

∥(a ∗AuR)(t)∥Vs−2

≤ C sup
t∈[0,T̃ ]

∥uR(t)∥2Vs−1
+ C(T̃ ) sup

t∈[0,T̃ ]

∥uR(t)∥Vs

≤ C(M) < +∞.(3.28)

Thus, we can extract a subsequence Rm → +∞ such that

duRm

dt

w∗
−−→ du

dt
in L∞([0, T̃ ];Vs−2).(3.29)

Theorem 3.6 (Local Existence and Uniqueness). Suppose the initial velocity u0 ∈
Vs for s > 5/2 with ∥u0∥Vs ≤ N0, for some N0 > 0. Then there exists a time T̃
depending only on N0 such that the system (2.9) has a unique solution in the class

u ∈ C([0, T ];Vs) ∩ C1(0, T ;Vs−2),(3.30)
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at least for T = T̃ (N0).

Proof. Using the strong convergences discussed in Propositions 3.3, 3.4, and 3.5,

we know that the time derivative converges strongly in L∞([0, T̃ ];Vs′−2) and u(·)
solves (2.9) as an equality in L∞([0, T̃ ];Vs′−2), for 0 < s′ < s. We also know that

L∞([0, T̃ ];Vs) ∼= L1(0, T̃ ;V−s)
′, and L1(0, T̃ ;V−s) is separable. Using the energy

estimates in Proposition 3.2, and along with the Banach-Alaoglu theorem, we can
extract a subsequence such that

uRm w∗
−−→ u in L∞([0, T̃ ];Vs),(3.31)

which guarantees that the limit satisfies u ∈ L∞([0, T̃ ];Vs). Also u ∈ Cw([0, T̃ ];Vs),
that is, u is continuous in the weak topology of Vs. This can be proved in the
following way. Let ⟨ϕ,u⟩V−s×Vs

denote the duality pairing of V−s and Vs through

the H-inner product. Since uR → u in L∞([0, T̃ ];Vs′), for any 0 < s′ < s, it

follows that
⟨
ϕ,uR

⟩
V−s′×Vs′

→ ⟨ϕ,u⟩V−s′×Vs′
uniformly on [0, T̃ ], for any ϕ ∈ V−s′ .

Using (3.19) and the fact that V−s′ is dense in V−s for s′ < s, by means of an ε/3

argument (see [10]), we have
⟨
ϕ,uR

⟩
V−s×Vs

→ ⟨ϕ,u⟩V−s×Vs
uniformly on [0, T̃ ] for

any ϕ ∈ V−s. Thus, we have u ∈ Cw([0, T̃ ];Vs). Uniqueness follows easily, since we
have (2.13) and

|(B(u1)− B(u2),u1 − u2)H| ≤ C∥∇u1∥L∞∥u1 − u2∥2H.(3.32)

Let now prove u ∈ C([0, T ];Vs) ∩ C1(0, T ;Vs−2). We first prove that u ∈
C([0, T ];Vs). Since u ∈ Cw([0, T̃ ];Vs), it suffices to show that the norm ∥u(t)∥Vs is
a continuous function of time. A similar calculation as in Proposition 3.1 yields

sup
t∈[0,T̃ ]

∥u(t)∥Vs − ∥u0∥Vs ≤
∥u0∥2Vs

CT̃

1− CT̃∥u0∥Vs

.(3.33)

From the fact that u ∈ Cw([0, T̃ ];Vs), we have lim inf
t→0+

∥u(t)∥Vs ≥ ∥u0∥Vs . Estimate

(3.33) gives lim sup
t→0+

∥u(t)∥Vs ≤ ∥u0∥Vs also. In particular, lim
t→0+

∥u(·, s)∥Vs = ∥u0∥Vs

This gives us strong right continuity at t = 0, and arguing similarly as in [11](see

Theorem 3. 5, page 109-112), we finally obtain u ∈ C([0, T̃ ];Vs). An estimate
similar to (3.28) yields

sup
t∈[0,T̃ ]

∥∥∥∥du(t)dt

∥∥∥∥
Vs−2

≤ C(M) < +∞,(3.34)

and this gives u ∈ C1(0, T̃ ;Vs−2). □
Remark 3.7. In order to obtain the pressure estimate, let us take divergence on
the first equation in (2.2) and using the divergence free condition to find

∆p = −
3∑

i,j=1

(
∂ui

∂xj

)(
∂uj

∂xi

)
= −(∇u)(∇u)⊤.
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For s > 5/2, using the algebra property of Hs-norm, we estimate ∥∆p∥
L∞([0,T̃ ];Hs−1)

as

sup
t∈[0,T̃ ]

∥∆p(t)∥Hs−1 = sup
t∈[0,T̃ ]

∥(∇u(t))(∇u(t))⊤∥Hs−1 ≤ C sup
t∈[0,T̃ ]

∥∇u(t)∥2Hs−1

≤ C sup
t∈[0,T̃ ]

∥u(t)∥2Hs ≤ CM2,

and hence p ∈ L∞([0, T̃ ];Hs+1).

4. Beale-Kato-Majda Blow-up criterion and its extension

The following theorem implies that if the solution fails to be regular past a certain
time, then the vorticity must necessarily be unbounded.

Theorem 4.1 (Beale-Kato-Majda). Let u(·) be the solution of Navier-Stokes equa-
tions with hereditary viscosity (2.9), and suppose that there exists a time T ∗ such
that the solution cannot be continued in the class (3.30) to T = T ∗. Assume also
that T ∗ is the first such time. Then∫ T ∗

0
∥ω(t)∥L∞dt = ∞,

and in particular

lim sup
t↑T ∗

∥ω(t)∥L∞ = ∞.

Corollary 4.2. For the solution u(·) of the Navier-Stokes equations with hereditary
viscosity (2.9), suppose there are constants K0 and T ∗ so that on any interval [0, T ]
of existence of the solution in class (3.30), with T < T ∗, the vorticity satisfies the
a-priori estimate: ∫ T ∗

0
∥ω(t)∥L∞dt ≤ K0.

Then the solution can be continued in the class (3.30) to the interval [0, T ∗].

Proof of Theorem 4.1. We first claim that

lim sup
t↑T ∗

∥u(t)∥Vs = ∞.(4.1)

If (4.1) is not true, then we have ∥u(t)∥Vs ≤ C0 for some C0 and all 0 < t < T ∗.
Then by the local existence and uniqueness theorem (see Theorem 3.6), we can start
a solution at any time t1 with initial value u(t1), and this solution will be regular
for t1 ≤ t ≤ t1 + T0(C0), with T0 independent of t1. If t1 > T ∗ − T0, then we have
extended the original solution past time T ∗, which is a contradiction to the choice
of T ∗.

In order to prove the theorem, we assume that∫ T ∗

0
∥ω(t)∥L∞dt ≤ K0 < +∞,(4.2)
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and show that

∥u(t)∥Vs ≤ C0, 0 < t < T ∗,(4.3)

for some C0 contradicting (4.1). Let us now estimate the H-norm of ω(t) by multi-
plying (2.14) with ω(t). We have

1

2

d

dt
∥ω(t)∥2H + ((u(t) · ∇)ω(t)), ω(t))H = ((ω(t) · ∇)u(t), ω(t))H(4.4)

+ ((a ∗∆ω)(t), ω(t))H .

Since ∇ · u = 0, we have ((u · ∇)ω, ω)H = 0. Using the Cauchy-Schwarz inequality,
Hölder’s inequality and (2.16), we easily have

|((ω · ∇)u, ω)H| ≤ ∥ (ω · ∇)u∥H∥ω∥H ≤ ∥∇u∥H∥ω∥L∞∥ω∥H ≤ C∥ω∥L∞∥ω∥2H.(4.5)

Let us integrate (4.4) from 0 to t and use (4.5) to find

∥ω(t)∥2H ≤ ∥ω0∥2H + C

∫ t

0
∥ω(r)∥L∞∥ω(r)∥2Hdr +

∫ t

0
((a ∗∆ω)(r), ω(r))H dr.(4.6)

Using (2.13), we obtain

∥ω(t)∥2H ≤ ∥ω0∥2H + C

∫ t

0
∥ω(r)∥L∞∥ω(r)∥2Hdr.(4.7)

An application of Gronwall’s inequality in (4.7) yields

∥ω(t)∥2H ≤ ∥ω0∥2H exp

(
C

∫ t

0
∥ω(r)∥L∞dr

)
,(4.8)

and hence

∥ω(t)∥H ≤ K1∥ω0∥H,(4.9)

for all 0 < t < T ∗, where K1 = exp(CK0).

Now we operate with Js in the system (2.9) and then taking inner product with
Jsu(·) to obtain

1

2

d

dt
∥u(t)∥2Vs

= − (B(u(t)),u(t))Vs
− ((a ∗Au)(t),u(t))Vs

.(4.10)

Cauchy-Schwarz inequality and (2.8) gives us∣∣(B(u),u)Vs

∣∣ ≤ C∥∇u∥L∞∥u∥2Vs
.(4.11)

Integrating the equality (4.10) from 0 to t and using (4.11) to obtain

∥u(t)∥2Vs
≤ ∥u0∥2Vs

+ C

∫ t

0
∥∇u(r)∥L∞∥u(r)∥2Vs

ds−
∫ t

0
((a ∗Au)(r),u(r))Vs

dr.

(4.12)

We use (2.13) in (4.12) to find

∥u(t)∥2Vs
≤ ∥u0∥2Vs

+ C

∫ t

0
∥∇u(r)∥L∞∥u(r)∥2Vs

dr,
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and an application of Gronwall’s inequality yields

∥u(t)∥2Vs
≤ ∥u0∥2Vs

exp

(
C

∫ t

0
∥∇u(r)∥L∞dr

)
.(4.13)

From the estimate (1.1), we infer that

∥∇u∥L∞ ≤ C
{
1 + ∥ω∥L∞ loge (∥u∥Vs + e)

}
,(4.14)

for s > 5/2. Let us define y(t) = loge (∥u(t)∥Vs + e) and use (4.14) in (4.13) to find

y(t) ≤ y(0) + C

∫ t

0
[1 + ∥ω(r)∥L∞y(r)] dr.(4.15)

An application of Gronwall’s inequality in (4.15) yields

loge (∥u(t)∥Vs + e) ≤ (loge (∥u0∥Vs + e) + Ct) exp(CK0),(4.16)

for all t ∈ [0, T ∗) and (4.3) follows. □

Theorem 4.3 (BMO space extension). For the solution u(·) of the system (2.9),
suppose there are constants M0, M1 and T ∗ so that on any interval [0, T ] of existence
of the solution in class (3.30), with T < T ∗, the vorticity satisfies the a-priori
estimate: ∫ T ∗

0
∥ω(t)∥BMOdt ≤ M0,

or the deformation tensor Du = 1
2

(
∇u+ (∇u)⊤

)
satisfies the a-priori estimate:∫ T ∗

0
∥Du(t)∥BMOdt ≤ M1.

Then the solution can be continued in the class (3.30) to the interval [0, T ∗].

Proof. The proof follows by combining (1.4) and (4.13), and arguing similarly in
the previous theorem. By the boundedness of Riesz transforms in BMO (see [8]),
there holds ∥∇u∥BMO ≤ C∥Du∥BMO. Thus by using (1.4), we also have

∥∇u∥L∞ ≤ C (1 + ∥Du∥BMO loge (e+ ∥u∥Vs)) .(4.17)

Hence we obtain the required result by combining (4.17) and (4.13) as in the previous
theorem. □

Theorem 4.4 (Besov space extension). For the solution u(·) of the system (2.9),
suppose there are constants L0 and T ∗ so that on any interval [0, T ] of existence of
the solution in class (3.30), with T < T ∗, the vorticity satisfies the a-priori estimate:∫ T ∗

0
∥ω(t)∥Ḃ0

∞,∞
dt ≤ L0.

Then the solution can be continued in the class (3.30) to the interval [0, T ∗].

Proof. The proof follows by combining (1.6) and (4.13), and arguing similarly in
the Theorem 4.1. □
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Remark 4.5. 1. The constants M0, M1 and L0 appearing in Theorems 4.3 and 4.4
depend on s also.

2. The authors in [1] remarked that “in fact the developments of this paper
seem to indicate that the mathematical structure of the Navier-Stokes equation
with hereditary viscosity is in some sense in between that of the Euler equation and
the conventional Navier-Stokes equation.” Thus one can expect that the blow-up
criterion for the Navier-Stokes equation with hereditary viscosity will be in some
sense “weaker” than that of the Euler equations. But the analysis in this paper
(see Theorems 4.1, 4.3 and 4.4) shows that the blow-up criterion is the same as that
of Euler equations ( [3, 7–9]). This clearly shows that the Navier-Stokes equation
with hereditary viscosity is more close to the Euler equations than Navier-Stokes
equations. This is also due to the lack of some global estimates, compared to the
case of Navier-Stokes equations, even though the hereditary term is positive.
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