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Definition 1.1. The function u ∈ X is called a (weak) solution of (1.1) if the
following is satisfied:

(1.2)

∫
Ω
|∇u|N−2∇u∇φdx =

∫
Ω
a(x)g(u)φdx, ∀ φ ∈ D (resp. X).

In [1] it is shown that the Beppo-Levi space D1,p
0 (Ω) on the exterior domain Ω

is a well defined reflexive Banach space for any 1 < p ≤ N . However, unlike in
the situation of the corresponding p-Laplacian equation in RN with 1 < p < N ,
the treatment of the borderline case N = p considered here is more subtle, and the
behavior of solutions is qualitatively significantly different. The main reason for

this is that the underlying solution space X = D1,N
0 (Ω) for N = p is qualitatively

different from the space X = D1,p
0 (Ω) for 1 < p < N , which is readily seen by the

following characterization. As for the borderline case N = p in [14, Theorems I.2.7,

I.2.16] it is shown that X coincides with Y := D̂1,N
0 (Ω) which is given by

(1.3) D̂1,N
0 (Ω) =

{
u ∈ L1,N (Ω) : u ∈ LN (Ω ∩BR), ∀ R > 1,

and η u ∈W 1,N
0 (Ω) for any η ∈ C∞

c (RN )

}
,

where BR = B(0, R) is the open ball of radius R centered at the origin, and

L1,N (Ω) = {u ∈ L1
loc(Ω) : ∇u ∈ [LN (Ω)]N},

and W 1,N
0 (Ω) denotes the usual Sobolev space of N -integrable functions on Ω with

zero traces on ∂Ω. Note that η u ∈W 1,N
0 (Ω) for any η ∈ C∞

c (RN ) implies u||x|=1 = 0

in the sense of traces (here |x| denotes the Euclidean norm of x ∈ RN ). In case

1 < p < N , due to the Sobolev embedding, D1,p
0 (Ω) is continuously embedded in

Lp∗(Ω), where p∗ = Np
N−p denotes the critical Sobolev exponent, which yields the

following characterization of D1,p
0 (Ω)

(1.4) D1,p
0 (Ω) = {u ∈ L1,p(Ω) : u ∈ Lp∗(Ω)}.

In view of (1.4), u ∈ D1,p
0 (Ω) is p∗-integrable for 1 < p < N , while due to (1.3), u

need not be q-integrable for any 1 ≤ q < ∞ in case N = p. For example, in case
N = p = 2, the function

u(x) = 1− 1

|x|2
, x ∈ Ω = R2 \B(0, 1),

is easily seen to belong to Y = D̂1,2
0 (Ω), but u /∈ Lq(Ω) for any q with 1 ≤ q <∞.

To underline the borderline situation considered here we remark that for any

unbounded domain Ω̂ in RN different from Ω = RN \ B(0, 1), the space D1,N
0 (Ω̂)

may not even be a function space. For example, in case N = p = 2 and Ω̂ = R2,
D1,2

0 (R2) cannot be realized as a space of functions (as for counterexamples see [15,
Section 2.7] or [9]), which is why we consider the exterior domain Ω.

Our present work is motivated by the recent paper [3], where (1.1) is considered
for the semilinear case N = p = 2, and by [11] where the author shows that p-
harmonicity in a domain G ⊂ RN is preserved under Kelvin transform if N = p. We
extend the results obtained in [3] for the semilinear caseN = p = 2 to the quasilinear
case N = p ≥ 3, which is by no means a straightforward generalization, since
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for N ≥ 3 the N -Laplacian equation (1.1) requires a number of novel arguments
and considerations compared with the treatment of the corresponding Laplacian
equation in case N = 2 which, in addition, enjoys a Hilbert space setting.

As in [3] our approach in studying problem (1.1) is based on Kelvin transform.
The strategy in treating problem (1.1) is to show first that the Kelvin transform pro-

vides an isometric, order-preserving isomorphism between the space X = D1,N
0 (Ω)

on the exterior domain Ω and the Sobolev spaceW :=W 1,N
0 (B) on the ball B. Then

we establish a one-to-one correspondence between solutions u of problem (1.1) and
solutions û of an associated N -Laplacian problem in the ball B(0, 1) of the form

(1.5) −∆N û = b(x)g(û) in B, û = 0 on ∂B,

which is related to (1.1) via Kelvin transform, where the coefficient b is given in
terms of the Kelvin transform of the coefficient a. Moreover, a Brezis-Nirenberg type

result concerning D1,N
0 (Ω) versus C1

loc(Ω) local minimizers of the energy functional
related to problem (1.1) is proved.

The paper is organized as follows: In Section 2, we prove existence and regularity
results for some eigenvalue problems in balls, and formulate our main result. In
Section 3, the Kelvin transform is introduced, and a number of calculus rules as well
as important mapping properties of the Kelvin transform are proved. In particular,
the one-to-one correspondence between solutions of (1.1) and (1.5) is shown. In

Section 4, a novel Brezis-Nirenberg type result is proved, which is aW 1,N
0 (B) versus

C1
loc(B\{0}) local minimizer result of the energy functional related to (1.5). Finally,

our main result will be proved in Section 5.

2. Hypotheses, preliminaries and the main result

As introduced in Section 1, throughout the paper we use the notation X =

D1,N
0 (Ω) = Y with N ≥ 2 and Ω = RN \B(0, 1), where Y is characterized by (1.3).

The coefficient a and the nonlinearity g in (1.1) are supposed to satisfy the following
hypotheses:

(Ha) a : Ω → R+ is measurable, a(x) > 0 a.e. in Ω and a ∈ L∞
loc(Ω) satisfying for

some r > 1

(2.1)

∫
Ω
(a(y))r|y|2N(r−1) dy <∞.

(Hg) g : R → R is continuous and satisfies
(i) |g(s)| ≤ c(1 + |s|q̃), for some q̃ > 1,

(ii) lims→0
g(s)

|s|N−2s
= µ > 0,

(iii) −∞ ≤ lim|s|→∞
g(s)

|s|N−2s
= ν.

A typical example of a coefficient satisfying hypothesis (Ha) is as follows.

Example 2.1. Let a : Ω → R+ be any measurable function satisfying 0 < a(x) ≤
c 1
|x|N+α with α > 0 and some positive constant c. To verify (Ha) we only need to

show that (2.1) holds. Let c > 0 be a generic constant whose value may change
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from line to line, and using spherical coordinates we get∫
Ω
(a(y))r|y|2N(r−1) dy ≤ c

∫
Ω

( 1

|y|N+α

)r
|y|2N(r−1) dy

≤ c

∫ ∞

1
ϱ−(N+α)rϱ2N(r−1)ϱN−1 dϱ

≤ c

∫ ∞

1
ϱNr−αr−N−1 dϱ <∞,

provided Nr − αr − N < 0 which is true if r > 1 and α > 0 are related to each
other by α > N r−1

r .

With B = B(0, 1) we define b : B → R by

(2.2) b(x) =
1

|x|2N
a
( x

|x|2
)
,

and for R > 1 with BR = B(0, R) we introduce the function bR : BR → R defined
by

(2.3) bR(x) =

{
b(x) if x ∈ B,

0 if x ∈ BR \B.

The functions b and bR have the following properties.

Corollary 2.2. Assume hypothesis (Ha). Then b and bR enjoy the following prop-
erties (Hb) and (HbR), respectively:

(Hb) b : B → R+ is measurable, b(x) > 0 a.e. in B, b ∈ L∞
loc(B \ {0}) and

b ∈ Lr(B) for some r > 1 with r as in (Ha).
(HbR) bR : BR → R+ is measurable, b(x) ≥ 0 a.e. in BR, bR ∈ L∞

loc(BR \ {0}) and
bR ∈ Lr(BR) for some r > 1 with r as in (Ha).

Proof. We only need to check that b ∈ Lr(B) for some r > 1, as the rest is obvious.
By straightforward calculation and applying the change of variable given through
the inversion mapping y = x

|x|2 we get∫
B
b(x)r dx =

∫
B

1

|x|2Nr
a
( x

|x|2
)r
dx =

∫
Ω
|y|2Nra(y)r

1

|y|2N
dy <∞.

A detailed discussion on the inversion mapping and its derivative used in the cal-
culation before will be given in Section 3, see Lemma 3.2, formula (3.2). □

Let us consider next the following eigenvalue problems:

(2.4) −∆Nu = λ b(x)|u|N−2u in B, u = 0 on ∂B,

and

(2.5) −∆Nu = λ bR(x)|u|N−2u in BR, u = 0 on ∂BR,

Let W := W 1,N
0 (B) and WR := W 1,N

0 (BR) denote the usual Sobolev spaces on
B and BR with homogeneous boundary values on ∂B and ∂BR, equipped with
norms ∥u∥W = ∥∇u∥N,B and ∥u∥WR

= ∥∇u∥N,BR
, respectively. Here and in what

follows we denote the Lq(D)-norm over D ⊂ RN by ∥ · ∥q,D or simply ∥ · ∥q if
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there is no ambiguity regarding D. By q′ we denote the Hölder conjugate of q, i.e.,
1/q + 1/q′ = 1.

The following results concerning (2.4) and (2.5) can readily be deduced from [8,
Lemma 3.1, Lemma 3.2, Theorem 3.1].

Corollary 2.3. (i) Under (Hb) there exists the first eigenvalue λ1 > 0 of the
eigenvalue problems (2.4) that can be characterized by

λ1 = inf
{
∥∇u∥NN,B = ∥u∥NW :

∫
B
b(x)|u|N dx = 1

}
The first eigenvalue λ1 is simple, and the corresponding eigenfunctions do
not change sign. Let φ1 ∈W be the nonnegative eigenfunction corresponding
to λ1. Then φ1 ∈ L∞(B).

(ii) Analogously, under (HbR) there exists the first eigenvalue λ1,R > 0 of the
eigenvalue problems (2.5) that can be characterized by

λ1,R = inf
{
∥∇u∥NN,BR

= ∥u∥NWR
:

∫
BR

bR(x)|u|N dx = 1
}

The first eigenvalue λ1,R is simple, and the corresponding eigenfunctions do
not change sign. Let φ1,R ∈ WR be the nonnegative eigenfunction corre-
sponding to λ1,R. Then φ1,R ∈ L∞(BR).

(iii) λ1,R ≤ λ1.

Proof. As b ∈ Lr(B) with r > 1 and b(x) > 0 in B we may apply the theory devel-
oped in [8, Section 3.2], and thus from [8, Lemma 3.1, Theorem 3.1] it follows the
existence of the first eigenvalue λ1 and the corresponding nonnegative eigenfunction
φ1, and by [8, Lemma 3.2] we get φ1 ∈ L∞(B).

By definition of the weight function bR of the eigenvalue problems (2.5) we see
that bR ∈ Lr(BR) with r > 1, and meas {x ∈ BR : bR(x) > 0} = measB > 0, which
allows us to apply similar arguments as before which shows (ii). Finally, from the
definition of bR we get ∫

BR

bR(x)|u|N dx =

∫
B
b(x)|u|N dx,

which in view of the variational characterization of λ1 and λ1,R implies λ1,R ≤
λ1. □

Next we are going to study further regularity properties of the nonnegative eigen-
function φ1 : B → R. To this end let us introduce the following subspace V of W :
For R0 > 1 fixed, we define

(2.6) V = {v ∈W : v ∈ C(B)∩C1(AR0)}, with AR0 = B∩
{
x ∈ RN : |x| > 1

R0

}
,

which is a Banach space under the norm ∥ · ∥V given by

∥v∥V = ∥v∥C(B) + ∥v∥C1(AR0
) + ∥v∥W .

The positive cone V+ of the space V is given by

V+ = {v ∈ V : v ≥ 0 in B}.
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One readily verifies that the interior of V+ is nonempty and is characterized as
follows:

int(V+) = {v ∈ V+ : v(x) > 0 for x ∈ B,
∂v(x)

∂n
< 0 for x ∈ ∂B},

where ∂v(x)
∂n = ∂v(x)

∂x is the outward normal derivative at x ∈ ∂B.

Remark 2.4. We remark that the interior of the positive cone W+ of W given by
W+ = {u ∈ W : u ≥ 0} is empty while the interior of V+ is nonempty. This fact
along with the Brezis-Nirenberg type result, which is proved in Section 4, will play
a crucial role in proving the existence of local minimizers of the energy functional
associated to problem (1.1).

Lemma 2.5. Assume hypothesis (Hb) and let φ1 be the nonnegative eigenfunction
corresponding to the first eigenvalue λ1 of (2.4). Then φ1 ∈ int(V+).

Proof. By Corollary 2.3 (i), we have φ1 ∈W ∩L∞(B) and φ1(x) ≥ 0. Thus in view

of (Hb) the right-hand side function of (2.4), which is x 7→ λ1 b(x)φ1(x)
N−1 =: b̃(x),

satisfies b̃(x) ≥ 0 and b̃ ∈ L∞
loc(B \ {0}) and b̃ ∈ Lr(B) for some r > 1. Since φ1 is

a solution of

−∆Nφ1 = b̃(x) in B, u = 0 on ∂B,

we may apply an elliptic regularity result given by [7, Corollary 7.1]), which implies
that φ1 is Hölder continuous in B, that is φ1 ∈ Cα(B), 0 < α < 1. From Harnack

inequality (e.g. [7, Theorem 9.1]) we infer that φ1(x) > 0 for x ∈ B. As b̃ is,

in particular, bounded in the annulus A2R0 , that is b̃ ∈ L∞(A2R0), by regularity
results (see e.g. [6, 10]) we get φ1 ∈ C1,α(AR0), which shows, in particular, that
φ1 ∈ V+. Since φ1(x) > 0 for x ∈ B, the proof is complete provided φ1 satisfies
∂φ1(x)
∂n < 0 for x ∈ ∂B. The latter, however, is a consequence of a boundary point

lemma proved in [13, Theorem 5.5.1], because φ1 is, in particular, a C1 solution in
AR0 with φ1(x) > 0 in AR0 and φ1(x) = 0 for x ∈ ∂B ⊂ ∂AR0 . □

Remark 2.6. Lemma 2.5 applies accordingly to the nonnegative eigenfunction φ1,R

corresponding to the first eigenvalue λ1,R of the eigenvalue problem (2.5) with B
replaced by BR. We remark that the restriction φ1,R|B is bounded away from zero
by a positive constant cm, that is,

min
x∈B

φ1,R(x) = cm > 0.

The main result of this paper reads as follows.

Theorem 2.7. Assume (Ha) and (Hg)with λ1 < µ < ∞ and −∞ ≤ ν < λ1,R
where λ1 and λ1,R are the first eigenvalues of (2.4) and (2.5), respectively. Then
the following holds true.

(i) The exterior problem (1.1) has a positive solution u+ ∈ X and a negative
solution u− ∈ X.
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(ii) If, in addition, s 7→ g(s) is nondecreasing, then there is a positive solution
ũ+ ∈ X and a negative solution ũ− ∈ X that can be characterized as local
minima of the associated energy functional J : X → R given by

(2.7) J(u) =
1

N

∫
Ω
|∇u|N dx−

∫
Ω
a(x)G(u) dx,

where G(s) =
∫ s
0 g(t) dt is the primitive of g.

Remark 2.8. A few comments on Theorem 2.7, whose proof will be given in Section
5, are in order. We note that the conditions for existence of local minimizers in X
are given in terms of parameters µ and ν that are related to eigenvalue problems on
bounded domains. As said in the introduction, the link to bounded domain problems
is the one-to-one correspondence between solutions u of the exterior problem (1.1)
and the bounded domain problem (1.5) via Kelvin transform, which will be seen in
Section 3. Also the fact that the energy functional J is well defined will be proved
in the next section.

Remark 2.9. Without the condition of s 7→ g(s) being nondecreasing, the state-
ment of Theorem 2.7 can even be made more precise in that one can show the
existence of a smallest positive and a greatest negative solution of (1.1), which,
however, are not necessarily local minimizer of J , but of some related truncated
functional.

3. Kelvin transform and equivalence results

Let B ⊂ RN be the unit ball. The mapping x 7→ x
|x|2 =: x̂ is the inversion through

the sphere ∂B, which provides a bijection from RN \B onto B \{0}, and vice versa,

since ˆ̂x = x. If u is N -harmonic in B, that is, ∆Nu = 0 in B, so is û(x) = u
(

x
|x|2

)
in the reflected domain RN \ B, cf. [11]. This gives rise to the following definition
of the Kelvin transform.

Definition 3.1. Let u : B → R. The Kelvin transform of u denoted by (Ku)(x) =
û(x) is defined by

(Ku)(x) = u
( x

|x|2
)
, x ∈ Ω = RN \B.

Let us next prove some calculus rules related to the inversion mapping.

Lemma 3.2. Let x̂(x) = x
|x|2 be the inversion mapping. Then the Frechet derivative

x 7→ Dx̂(x) is given by

(3.1) Dx̂(x) =
1

|x|2
I − 2

|x|4
T,

where I is the unit N -matrix and T is the following N ×N matrix

T = xxt =


x21 x1x2 · · · x1xN
x2x1 x22 · · · x2xN
...

...
...

xNx1 xNx2 · · · x2N


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and the absolute value of the determinant of Dx̂, i.e. |det(Dx̂(x))|, is equal to

(3.2) |det(Dx̂(x))| = 1

|x|2N
.

Moreover, for any ξ, η ∈ RN we get

(3.3) ⟨Dx̂(x)ξ,Dx̂(x)η⟩ = 1

|x|4
⟨ξ, η⟩,

where ⟨·, ·⟩ stands for the scalar product in RN .

Proof. Formula (3.1) follows by straightforward calculation. As for (3.2) we note
that Dx̂ is a symmetric matrix, which yields

Dx̂(x)Dx̂(x) =
1

|x|4
I − 4

|x|6
T +

4

|x|8
T 2 =

1

|x|4
I,

where we have used T 2 = |x|2T in the last equation. This readily results in (3.2).
Now (3.3) follows directly as

⟨Dx̂(x)ξ,Dx̂(x)η⟩ = ⟨Dx̂(x)Dx̂(x)ξ, η⟩ = 1

|x|4
⟨ξ, η⟩.

□

Lemma 3.3. Let φ ∈ C∞
c (B) (with B the unit ball in RN ) and let φ̂(x) = φ

(
x

|x|2

)
its Kelvin transform. Then the gradient of φ̂(x) can be calculated by

(3.4) ∇φ̂(x) = 1

|x|2
∇φ

( x

|x|2
)
− 2

|x|4
⟨
∇φ

( x

|x|2
)
, x

⟩
x, ∀ x ∈ Ω.

In particular,

(3.5) |∇φ̂(x)| = 1

|x|2
∣∣∣∇φ( x

|x|2
)∣∣∣.

Proof. Clearly φ̂ ∈ C∞(Ω) (note: φ̂ does not necessarily have compact support in
Ω) with φ̂ = 0 in a neighborhood of ∂B. Applying the chain rule we get by using
the inversion mapping x̂(x) = x

|x|2 and (3.1)

∇φ̂(x) = ∇φ(x̂(x))Dx̂(x) = ∇φ(x̂(x))
( 1

|x|2
I − 2

|x|4
T
)

=
1

|x|2
∇φ(x̂(x))− 2

|x|4
⟨∇φ(x̂(x)), x⟩x,

and

⟨∇φ̂(x),∇φ̂(x)⟩ = 1

|x|4
|∇φ(x̂(x))|2,

which proves (3.4) and (3.5). □

Before proving one of our main tools used in treating the exterior problem (1.1),
which is given by Theorem 3.5 below, let us first prove some technical lemma.
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Lemma 3.4. For any u ∈ X and R > 1 there exists some positive constant c(N,R)
such that

(3.6)

∫
Ω∩BR

|u|N dx ≤ c(N,R)

∫
Ω
|∇u|N dx,

where BR = B(0, R).

Proof. From [1, Lemma 2.2], for any u ∈ X with w ∈ L1
(
(1,∞); [s log s]N−1

)
we

get the inequality

(3.7)

∫
Ω
|u|N w(|x|) dx ≤ ∥w∥

L1
(
(1,∞);[s log s]N−1

) ∫
Ω
|∇u|N dx,

where w ∈ L1
(
(1,∞); [s log s]N−1

)
means∫ ∞

1
w(s)[s log s]N−1 ds <∞.

In particular, w(s) = 1
s2[s log s]N−1 is a possible choice, which yields

∥w∥
L1
(
(1,∞);[s log s]N−1

) = 1,

and thus from (3.7) we get

(3.8)

∫
Ω
|u|N 1

|x|2[|x| log |x|]N−1
dx ≤

∫
Ω
|∇u|N dx.

The left-hand side of (3.8) can be estimated below as∫
Ω
|u|N 1

|x|2[|x| log |x|]N−1
dx ≥

∫
Ω∩BR

|u|N 1

|x|2[|x| log |x|]N−1
dx

≥
∫
Ω∩BR

|u|N 1

R2[R logR]N−1
dx

≥ 1

R2N

∫
Ω∩BR

|u|N dx,

which proves the lemma with c(R,N) = R2N . □

Theorem 3.5. The Kelvin transform K : W = W 1,N
0 (B) → X defined by û(x) =

(Ku)(x) = u
(

x
|x|2

)
provides an order-preserving, isometric isomorphism from W to

X, and K−1 = K.

Proof. Let φ ∈ C∞
c (B), then its Kelvin transform φ̂(x) = φ

(
x

|x|2

)
belongs to C∞(Ω)

with φ̂ = 0 in a neighborhood of ∂B, and respectively, if φ ∈ C∞
c (Ω) then its Kelvin

transform φ̂ ∈ C∞
c (B), and in either case by applying Lemma 3.3 we can make use

of formula (3.4) and (3.5), where x̂(x) = x
|x|2 . Let BR = B(0, R), R > 1, and let

φ ∈ C∞
c (B), then by using (3.2) we can estimate as follows∫
Ω∩BR

|φ̂(y)|N dy =

∫
Ω∩BR

∣∣∣φ( y

|y|2
)∣∣∣N dy =

∫
B∩{|x|> 1

R
}
|φ(x)|N 1

|x|2N
dx

≤ R2N

∫
B
|φ(x)|N dx,(3.9)
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and from (3.5) we obtain by using (3.2) and applying the change of variable

(3.10)

∫
Ω
|∇φ̂(y)|N dy =

∫
Ω

1

|y|2N
∣∣∣∇φ( y

|y|2
)∣∣∣N dy =

∫
B
|∇φ(x)|N dx.

From (3.9) and (3.10) we see that φ̂ ∈ Y = X, where Y is characterized through
(1.3). The latter shows that K : C∞

c (B) → Y is a linear and bounded operator, and
thus K has a unique extension to W due to the density of C∞

c (B) in W , which is

denoted by K̃. From (3.10) it follows ∥Kφ∥X = ∥φ̂∥X = ∥φ∥W , which shows that

∥K∥ = ∥K̃∥ = 1, and thus K̃ : W → Y = X is an isometric, linear operator. Next

we are going to show that for the extension K̃ the following holds true

(3.11) (K̃u)(x) = û(x) = u
( x

|x|2
)
= (Ku)(x), ∀ u ∈W.

To this end let u ∈ W be given, then there is (φn) ⊂ C∞
c (B) with φn → u in W .

Since (φn) is a Cauchy sequence in W , from (3.10) it follows that the sequence of

the Kelvin transforms φ̂n = Kφn = K̃φn is a Cauchy sequence in Y = X, and thus

(3.12) φ̂n → v = K̃u in X,

which by using Lemma 3.4 yields

(3.13) lim
n→∞

∫
Ω
|∇(φ̂n − v)|N dy = 0, lim

n→∞

∫
Ω∩BR

|φ̂n − v|N dy = 0, ∀ R > 1.

From (3.9) with φ replaced by φn − u and φ̂ replaced by φ̂n − û, respectively, we
deduce for any R > 1∫

Ω∩BR

|φ̂n(y)− û(y)|N dy ≤
∫
B∩{|x|> 1

R
}
|φn(x)− u(x)|N 1

|x|2N
dx

≤ R2N

∫
B
|φn(x)− u(x)|N dx,

which implies

lim
n→∞

∫
Ω∩BR

|φ̂n(y)− û(y)|N dy = 0, ∀ R > 1,

and thus by (3.13) we obtain û(y) = v(y) for a.e. y ∈ Ω, which proves (3.11).

Therefore, K̃u = Ku = û.
So far we have shown that the Kelvin transform K : W → Y = X is a linear,

bounded, isometric and injective operator. To complete the proof we need to show
that K is surjective, i.e., K(W ) = Y = X. Let v ∈ X, then there is a sequence
ψn ∈ C∞

c (Ω) such that ψn → v in X, that is

(3.14) lim
n→∞

∫
Ω
|∇(ψn(y)− v(y))|N dy = 0, lim

n→∞

∫
Ω∩BR

|ψn(y)− v(y)|2 dy = 0

for all R > 1, where the second limit is due to Lemma 3.4. Clearly ψ̂n ∈ C∞
c (B),

and in view of (3.10) it follows that (ψ̂n) is a Cauchy sequence in W , and thus

ψ̂n → u in W for some u ∈ W . Now we shall see that in fact Ku = v holds true,
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which gives the surjectivity. From ψ̂n → u in W and by using (3.9) we get for the

corresponding Kelvin transforms Kψ̂n −Ku = ψn − û

lim
n→∞

∫
Ω∩BR

|ψn(y)− û(y)|N dy = lim
n→∞

∫
B∩{|x|> 1

R
}
|ψ̂n(x)− u(x)|N 1

|x|4
dx = 0,

for any R > 1, which together (3.14) yields û(x) = v(x) for a.e. x ∈ Ω, and hence
the surjectivity of K. Clearly, K is order preserving with respect to the natural
partial ordering of functions. Finally, we readily verify that K(Ku) = u for all
u ∈ H, and thus K = K−1. This completes the proof of the theorem. □

Theorem 3.6. The Kelvin transform û(x) = (Ku)(x) = u
(

x
|x|2

)
satisfies the fol-

lowing formula

(3.15)

∫
B
|∇u(x)|N−2∇u(x)∇v(x) dx =

∫
Ω
|∇û(y)|N−2∇û(y)∇v̂(y) dy.

Proof. Applying Lemma 3.3 and using Theorem 3.5 as well as the change of variable
x(y) = y

|y|2 , a straightforward calculation yields∫
Ω
|∇û(y)|N−2∇û(y)∇v̂(y) dy

=

∫
Ω

1

|y|2(N−2)
|∇u(x(y))|N−2

( 1

|y|2
∇u(x(y))− 2

|y|4
⟨∇u(x(y)), y⟩y

)
×( 1

|y|2
∇v(x(y))− 2

|y|4
⟨∇v(x(y)), y⟩y

)
dy

=

∫
Ω

1

|y|2(N−2)
|∇u(x(y))|N−2 1

|y|4
∇u(x(y))∇v(x(y)) dy

=

∫
B
|x|2(N−2)|∇u(x)|N−2|x|4∇u(x)∇v(x) 1

|x|2N
dx

=

∫
B
|∇u(x)|N−2∇u(x)∇v(x) dx

which completes the proof. □

We conclude this section with the following equivalence result.

Theorem 3.7. Assume hypotheses (Ha) and (Hg)(i). Then the following holds:

(i) u ∈ X is a solution of (1.1), that is

−∆Nu = a(x)g(u) in Ω, u = 0 on ∂Ω = ∂B,

if and only if its Kelvin transform Ku = û ∈ W is a solution of (1.5), that
is

−∆N û = b(y)g(û) in B, û = 0 on ∂B,

where b is given by (2.2) which fulfills (Hb).
(ii) Any solution of (1.5) is a critical point of the energy functional E :W → R

given by

(3.16) E(û) =
1

N

∫
B
|∇û|N dy −

∫
B
b(y)G(û) dy,
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where G(s) =
∫ s
0 g(t) dt is the primitive of g. The functional E is well

defined , C1, and weakly lower semicontinuous.
(iii) For u ∈ X and its Kelvin transform Ku = û ∈W we have the equality

E(û) =
1

N

∫
B
|∇û|N dy −

∫
B
b(y)G(û) dy

=
1

N

∫
Ω
|∇u|N dx−

∫
Ω
a(x)G(u) dx =: J(u),(3.17)

where J : X → R is the energy functional related to (1.1). Moreover, û ∈W
is a critical point of E if and only if its Kelvin transform u = Kû is a critical
point of J .

Proof. Ad (i): Let u ∈ X be a solution of (1.1), that is∫
Ω
|∇u|N−2∇u∇φdx =

∫
Ω
a(x)g(u)φdx, ∀ φ ∈ D (resp. X).

Consider the Kelvin transform û = Ku of the solution u of (1.1) (note: K = K−1).
By applying Theorem 3.5 and Theorem 3.6, we immediately get with x(y) = y

|y|2∫
Ω
|∇u|N−2∇u∇φdx =

∫
B
|∇û|N−2∇û∇φ̂ dy, ∀ φ̂ = Kφ ∈W∫

Ω
a(x)g(u)φdx =

∫
B

1

|y|2N
a
( y

|y|2
)
g(û)φ̂ dy

=

∫
B
b(y)g(û)φ̂ dy, ∀ φ̂ = Kφ ∈W,

which proves (i).

Ad (ii): As b fulfills (Hb) and W = W 1,N
0 (B) ↪→↪→ Lq(B) is compactly embedded

for any q with 1 ≤ q < ∞, by using (Hg)(i) one readily verifies that E : W → R is
well defined, and by standard arguments it is easily seen that E is C1 and weakly
lower semicontinuous. Moreover,

⟨E′(û), φ̂⟩ =
∫
B
|∇û|N−2∇û∇φ̂ dy −

∫
B
b̂(y)g(û)φ̂ dy, ∀ φ̂ ∈W,

which proves (ii).

Ad (iii): With (2.2)and (3.5) and applying the change of variable we obtain

E(û) =
1

N

∫
B
|∇û|N dy −

∫
B
b(y)G(û) dy

=
1

N

∫
B

1

|y|2N
∣∣∣∇u( y

|y|2
)∣∣∣N dy −

∫
B

1

|y|2N
a
( y

|y|2
)
G
(
u
( y

|y|2
))
dy

=
1

N

∫
Ω
|∇u|N dx−

∫
Ω
a(x)G(u) dx =: J(u)

Let u ∈ X be a critical point of J , then again by applying Theorem 3.6 we get

0 = ⟨J ′(u), φ⟩ =
∫
Ω
|∇u|N−2∇u∇φdx−

∫
Ω
a(x)g(u)φdx
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=

∫
B
|∇û|N−2∇û∇φ̂ dy −

∫
B

1

|y|2N
a
( y

|y|2
)
g(û)φ̂ dy

=

∫
B
|∇û|N−2∇û∇φ̂ dy −

∫
B
b(y)g(û)φ̂ dy = ⟨E′(û), φ̂⟩,

where φ̂ = Kφ, which completes the proof. □

Corollary 3.8. Assume hypotheses (Ha) and (Hg)(i). Then the functional J : X →
R is well defined, C1, weakly lower semicontinuous, and any solution of (1.1) is a
critical point of J .

Proof. By Theorem 3.5, the Kelvin transform K : W → X provides an isometric
isomorphism. Due to Theorem 3.7, the properties of the functional E transfer to
J . □

Remark 3.9. Theorem 3.5 and Theorem 3.7 allow us to study the exterior problem
(1.1) via the elliptic boundary value problem (1.5) on the ball B.

4. A Brezis-Nirenberg type result

Let V be the subspace of W =W 1,N
0 (B) introduced in (2.6), that is

V = {v ∈W : v ∈ C(B) ∩ C1(AR0)}, where AR0 = B ∩
{
x ∈ RN : |x| > 1

R0

}
,

which is a Banach space under the norm ∥ · ∥V given by

∥v∥V = ∥v∥C(B) + ∥v∥C1(AR0
) + ∥v∥W .

In this section we are going to prove the following Brezis-Nirenberg type result,
which shows that a local minimizer of E in the V -topology is also a local minimizer
in the W -topology.

Let us first prove some regularity results for solutions of (1.5), that is,

(4.1) −∆Nu = b(x)g(u) in B, u = 0 on ∂B.

Lemma 4.1. Assume hypothesis (Ha) (respectively, (Hb)) and (Hg)(i), and let
u ∈ W be a solution of (4.1). Then u ∈ Cα(B) ∩ C1,α(AR0) and there exists a
constant C = C(N,R0, r, q̃, α, ∥b∥r, ∥u∥W ) such that

(4.2) ∥u∥Cα(B) + ∥u∥C1,α(AR0
) ≤ C(N,R0, r, q̃, α, ∥b∥r, ∥u∥W ).

Proof. Hypothesis (Hg)(i) along with the embedding W ↪→↪→ Lq(B) for any q
with 1 ≤ q < ∞ and b ∈ Lr(B) ∩ L∞

loc(B \ {0}) implies that the right-hand side

function b̃ of (4.1)given by b̃(x) = b(x)g(u(x)) belongs to Lγ(B) for some γ > 1
with 1 < γ < r. Applying [13, Theorem 6.1.5], we infer that u is bounded and there
exists some constant c = c(N, r, q̃) such that

(4.3) ∥u∥∞ ≤ c(N, r, q̃)∥b̃∥γ .

Further, there is some constant c = c(N, r) such that

(4.4) ∥b̃∥γ ≤ c(N, r)∥b∥r
(
1 + ∥u∥q̃W

)
,



882 SIEGFRIED CARL

which in view of (4.3) yields

(4.5) ∥u∥∞ ≤ C = C(N, r, q̃, ∥b∥r, ∥u∥W ).

Using [7, Corollary 7.1] we conclude that u ∈ Cα(B) with

(4.6) ∥u∥Cα(B) ≤ C(N, r, q̃, α, ∥b∥r, ∥u∥W ).

Since b ∈ L∞
loc(B \ {0}) and u ∈ Cα(B), it follows that b̃ ∈ L∞

loc(B \ {0}), and thus

b̃ ∈ Lq
loc(B \ {0}) for any q with 1 ≤ q <∞, in particular b̃ ∈ L∞(A2R0). Applying

regularity results due to [6, Theorem 2, Remark and Corollary] and [10, Theorem
1], we obtain u ∈ C1,α(AR0) with

(4.7) ∥u∥C1,α(AR0
) ≤ C(N,R0, r, q̃, α, ∥b∥r, ∥u∥W ),

which completes the proof. □

The Brezis-Nirenberg type result reads as follows.

Theorem 4.2. Assume hypotheses (Ha) (respectively, (Hb)) and (Hg)(i), and let
u0 ∈W be a weak solution of (4.1). If u0 is a local minimizer of E in the V -topology,
i.e., ∃ ε > 0 such that

E(u0) ≤ E(u0 + w), ∀ w ∈ V : ∥w∥V ≤ ε,

then u0 is a local minimizer of E in the W -topology, i.e., ∃ δ > 0 such that

E(u0) ≤ E(u0 + v), ∀ v ∈W : ∥v∥W ≤ δ,

Proof. First, in view of Lemma 4.1, we have u0 ∈ Cα(B) ∩C1,α(AR0), and thus, in
particular u0 ∈ V .

Consider next the minimization problem

(4.8) βn = inf
u∈Mn

E(u) with Mn =
{
u ∈W : ∥u− u0∥W ≤ 1

n

}
.

By Theorem 3.7, E :W → R is C1 and weakly lower semicontinuous, so E achieves
its minimum at some un ∈Mn, since Mn is weakly compact. By applying Lagrange
multiplier’s rule there exists a Lagrange multiplier µn ∈ R that can be shown to
satisfy µn ≤ 0 such that un ∈Mn satisfies the equality

⟨E′(un, φ⟩ =

∫
B

(
|∇un|N−2∇un∇φ− b(x)g(un)φ

)
dx

= µn

∫
B
|∇(un − u0)|N−2∇(un − u0)∇φdx, ∀ φ ∈W,

that is un satisfies (in the distributional sense)

(4.9) −∆Nun − b(x)g(un) = −µn∆N (un − u0) in B, un = 0 on ∂B.

Since u0 is a weak solution of (4.1), that is

(4.10) −∆Nu0 = b(x)g(u0) in B, u0 = 0 on ∂B

we get by subtracting (4.10) from (4.9)

(4.11) −
(
∆Nun −∆Nu0

)
+ µn∆N (un − u0) = b(x)

(
g(un)− g(u0)

)
.
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Thus wn = un − u0 is a weak solution of the problem (note: µn ≤ 0):

(4.12) −
(
∆N (u0 + wn)−∆Nu0

)
+ µn∆Nwn = b(x)

(
g(u0 + wn)− g(u0)

)
,

where wn = 0 on ∂B. Let us introduce the quasilinear operator A defined by the
left-hand side of (4.12)

Au := −
(
∆N (u0 + u)−∆Nu0

)
+ µn∆Nu, u ∈W.

Since u0 ∈ V , the operator A :W →W ∗ given by

⟨Au,φ⟩ =

∫
B

(
|∇(u0 + u)|N−2∇(u0 + u)− |∇u0|N−2∇u0

)
∇φ

−µn |∇u|N−2∇u∇φdx, u, φ ∈W(4.13)

is well defined and continuous. Moreover, as N ≥ 2 there is a constant θ > 0 such
that (note: µn ≤ 0)

⟨Au, u⟩ =

∫
B

(
|∇(u0 + u)|N−2∇(u0 + u)− |∇u0|N−2∇u0

)
∇u

−µn |∇u|N−2∇u∇u dx

≥ (θ − µn)

∫
B
|∇u|N dx ≥ θ

∫
B
|∇u|N dx,(4.14)

and thus A has a positive ellipticity constant θ independent of n. In a similar way
one readily verifies for all u, v ∈W the inequality

(4.15) ⟨Au−Av, u− v⟩ ≥ θ

∫
B
|∇(u− v)|N dx.

From (4.13)-(4.15) it follows that A :W →W ∗ is a continuous and strongly mono-
tone operator, which qualitatively behaves like −∆N . Setting

g̃(x, s) = g(u0(x) + s)− g(u0(x)),

then the right hand side of (4.12) can be rewritten as b(x)g̃(x,wn), and equation
(4.12) can equivalently be reformulated using the operator A as

(4.16) Awn = b(x)g̃(x,wn).

Clearly, g̃ : B × R → R is a Carathéodory function, which due to (Hg) (i) and
u0 ∈ V satisfies for some positive constant c depending on u0 the growth condition

(4.17) |g̃(x, s)| ≤ c (1 + |s|q̃), with q̃ > 1 as in (Hg) (i),

that is, g̃ is qualitatively equal to g. Now we may apply Lemma 4.1 with −∆N

replaced by A, because the proof follows exactly the same line, which yields the
existence of a constant C = C(N,R0, r, q̃, α, ∥b∥r, ∥wn∥W ) such that

(4.18) ∥wn∥Cα(B) + ∥wn∥C1,α(AR0
) ≤ C(N,R0, r, q̃, α, ∥b∥r, ∥wn∥W ) ≤ Ĉ,

where C(N,R0, r, q̃, α, ∥b∥r, ∥wn∥W ) ≤ Ĉ with Ĉ independent of n holds true be-
cause ∥wn∥W → 0 as n → ∞. By Arzelá-Ascoli theorem there is a subsequence of
(wn) (again denoted by (wn)) with wn → w in V . Since ∥wn∥W → 0, it follows
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w = 0. By assumption u0 is a local minimizer of E in the V -topology, thus from
wn → 0 in V and n large we get

E(u0) ≤ E(u0 + wn) = E(un) = inf
∥u−u0∥W≤ 1

n

E(u),

which proves that u0 must be a local minimizer of E in the W -topology. □

Remark 4.3. Theorem 4.2 extends the by now classical Brezis-Nirenberg result
(see [2]) in two ways. First, unlike in [2], the leading elliptic operator is quasilinear.
Second, due to the low regularity of the right-hand side of (4.1), in particular of the
coefficient b, for u0 being a local minimizer in theW -topology it is sufficient that u0
is only a local minimizer in the V -topology which is the C(B)∩C1(AR0)-topology.

5. Proof of the main result

The proof of our main result, Theorem 2.7, is based on the one-to-one correspon-
dence between solutions u of the exterior problem (1.1) and the bounded domain
problem (1.5) (respectively (4.1)) via Kelvin transform as well as the invariance of
the associated energy functionals under Kelvin transform, see Theorem 3.7. Since

the Kelvin transform K :W =W 1,N
0 (B) → X is an order-preserving, isometric iso-

morphism withK = K−1 (see Theorem 3.5), Theorem 2.7 follows from the following
result.

Theorem 5.1. Assume (Ha) and (Hg) with λ1 < µ < ∞ and −∞ ≤ ν < λ1,R
where λ1 and λ1,R are the first eigenvalues of (2.4) and (2.5) with corresponding
positive eigenfunctions φ1 and φ1,R, respectively. Then the following holds true.

(i) The problem (1.5) (respectively (4.1)) has a positive solution v+ ∈ int(V+)
and a negative solution v− with −v− ∈ int(V+).

(ii) If, in addition, s 7→ g(s) is nondecreasing, then there is a positive solution
ṽ+ ∈ int(V+) and a negative solution ṽ− with −ṽ− ∈ int(V+) that can be
characterized as local minima of the associated energy functional E :W → R
given by

(5.1) E(u) =
1

N

∫
B
|∇u|N dx−

∫
B
b(x)G(u) dx,

where G(s) =
∫ s
0 g(t) dt is the primitive of g.

Proof. As hypothesis (Ha) implies (Hb), we assume in what follows that (Hb) is
fulfilled.

Ad (i): Let us first show that v = Mφ1,R is a supersolution of (1.5) for M > 0
large.

We use Corollary 2.3 and Lemma 2.5 and take into account Remark 2.6 of Section
2, from which we see that φ1,R : BR → R, R > 1, satisfies φ1,R|B(x) ≥ cm > 0. In
B we have b = bR, and thus v =Mφ1,R satisfies in B (in the distributional sense)

−∆N (Mφ1,R)− b(x)g(Mφ1,R) = λ1,Rb(x)(Mφ1,R)
N−1 − b(x)g(Mφ1,R)

= b(x)(Mφ1,R)
N−1

(
λ1,R −

g(Mφ1,R)

(Mφ1,R)N−1

)
.
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Since φ1,R(x) ≥ cm > 0 for all x ∈ B, we get limM→∞(Mφ1,R)
N−1 = ∞ uniformly

with respect to x ∈ B. By (Hg) (iii) and due to ν < λ1,R, we get for M > 0 large
enough

λ1,R −
g(Mφ1,R)

(Mφ1,R)N−1
≥ 0,

which proves that v =Mφ1,R is a supersolution.
Next we are going to show that v = εφ1 is a subsolution.

−∆N (εφ1)− b(x)g(εφ1) = λ1b(x)(εφ1)
N−1 − b(x)g(εφ1)

= b(x)(εφ1)
N−1

(
λ1 −

g(εφ1

(εφ1)N−1

)
.

As φ1 is, in particular, in C(B) we get εφ1(x) → 0 uniformly as ε → 0. By (Hg)
(ii) and due to µ > λ1, for ε > 0 small enough we obtain

λ1 −
g(εφ1

(εφ1)N−1
≤ 0,

which proves that v = εφ1 is a subsolution. Moreover, as φ1,R(x) ≥ cm > 0 for all

x ∈ B and φ1 ∈ C(B), by choosing either M larger or ε smaller if necessary, one
can always achieve v = εφ1 ≤ v = Mφ1,R in B. Applying the sub-supersolution
principle (see e.g. [5]), there exists a solution v+ ∈W of (1.5) such that v ≤ v+ ≤ v.
Thus, v+(x) > 0 for x ∈ B, and by Lemma 4.1, v+ ∈ Cα(B)∩C1,α(AR0). Following
the same arguments used in the proof of Lemma 2.5, we see that v+ ∈ int(V+).

In a similar way one shows that v = −Mφ1,R is a negative subsolution forM > 0
large, and v = −εφ1 is a negative supersolution for ε > 0 small enough, such
that −Mφ1,R ≤ −εφ1, which yields the existence of a negative solution v− with
−Mφ1,R ≤ v− ≤ −εφ1. Clearly, we have −v− ∈ int(V+).

Ad (ii): Let us introduce the truncation function τ+ : B × R → R related to the
positive supersolution v =Mφ1,R defined by

τ+(x, s) =

 0 if s ≤ 0
s if 0 < s < v(x)
v(x) if s ≥ v(x)

which is easily seen to be a uniformly bounded Carathéodory function. Define the
corresponding ’truncated’ energy functional

E+(u) =
1

N
∥∇u∥NN −

∫
B

∫ u(x)

0
b(x)g(τ+(x, s)) ds dx.

Due to the compact embedding W ↪→↪→ Lq(B) for any q : 1 ≤ q < ∞, one readily
verifies (similar as for E) that E+ is C1 and weakly lower semicontinuous. Let
us check that E+ is coercive. Since (x, s) → τ+(x, s) is uniformly bounded for
all (x, s) ∈ B × R, for some positive constant C we have |g(τ+(x, s))| ≤ C for all
(x, s) ∈ B × R, and thus∣∣∣ ∫

B

∫ u(x)

0
b(x)g(τ+(x, s)) ds dx

∣∣∣ ≤ C

∫
B
b(x)|u| dx ≤ C∥b∥r∥u∥r′ ≤ C̃∥u∥W ,
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which yields

E+(u) ≥
1

N
∥u∥NW − C̃∥u∥W → ∞ as ∥u∥W → ∞,

that is its coercivity. Hence, there exists a global minimizer v of E+, i.e., ⟨E′
+(v), φ⟩ =

0 which means

(5.2)

∫
B
|∇v|N−2∇v∇φdx =

∫
B
b(x)g(τ+(x, v(x))φdx, ∀ φ ∈W.

Moreover, the global minimizer v of E+ is nontrivial, which is seen as follows: For
t > 0 small we have 0 ≤ tφ1(x) ≤ v(x), and thus g(τ+(x, s)) = g(s) for 0 ≤ s ≤ v(x)
by the definition of τ+, which yields

E+(tφ1) =
1

N
tNλ1

∫
B
b(x)φN

1 dx−
∫
B

∫ tφ1(x)

0
b(x)g(s) ds dx.

By hypothesis (Hg) (ii) and µ > λ1 we get, in particular, µ > λ1+ε for ε > 0 small,
and for 0 ≤ s ≤ δ with δ small it follows g(s) ≥ sN−1(λ1+ ε), which yields for t > 0
sufficiently small

E+(tφ1) =
1

N
tNλ1

∫
B
b(x)φN

1 dx− 1

N
tN (λ1 + ε)

∫
B
b(x)φN

1 dx < 0,

and therefore E+(v) < 0, since v is the global minimizer of E+, that is v ̸= 0.
With the special test function φ = (v − v)+ = max{(v − v), 0} in (5.2) and in the
relation for the supersolution v, which is

(5.3)

∫
B
|∇v|N−2∇v∇(v − v)+ dx ≥

∫
B
b(x)g(v(x))(v − v)+ dx,

we get by subtracting (5.3) from (5.2) (φ = (v − v)+)∫
B

(
|∇v|N−2∇v − |∇v|N−2∇v

)
∇(v − v)+ dx

≤
∫
B
b(x)

(
g(τ+(x, v(x))− g(v(x))

)
(v − v)+ dx.(5.4)

The right-hand side of (5.4) is readily seen to be zero, and for the left-hand side we
get ∫

B

(
|∇v|N−2∇v − |∇v|N−2∇v

)
∇(v − v)+ dx

=

∫
{x∈B:v(x)>v(x)}

(
|∇v|N−2∇v − |∇v|N−2∇v

)
∇(v − v) dx

≥ c

∫
{x∈B:v(x)>v(x)}

|∇(v − v)|N dx = c

∫
B
|∇(v − v)+|N dx,

for some positive constant c, which yields∫
B
|∇(v − v)+|N dx = 0,

and hence it follows (v − v)+ = 0, that is v ≤ v. Testing (5.2) with the special
test function φ = v− = max{−v, 0}, we get ∥v−∥W = 0, and thus v− = 0 which
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yields v ≥ 0. Therefore, the global minimizer v ̸= 0 of E+ satisfies the inequality
0 ≤ v ≤ v, which implies that v is a nontrivial, nonnegative weak solution of problem
(1.5) (respectively (4.1)). To complete the proof we need to show that the global
minimizer v of E+ even belongs to int(V+) and is in fact a local minimizer of the
functional E which is related to (1.5) and given by (5.1). Since 0 ≤ v ≤ v and v is
bounded, we see that v is a nonnegative and bounded solution of (1.5)(respectively
(4.1)), which due to Lemma 4.1 and by following the proof of Lemma 2.5 yields
v ∈ int(V+). To show that the global minimizer v of E+ is a local minimizer of the
functional E, we are going to prove that v is a local minimizer of E with respect to
the V -topology, because then v must be a local minimizer of E with respect to the
W -topology due to Theorem 4.2. To this end we have to show that there is a ε-ball
in V centered at v, i.e., B(v, ε) ⊂ V such that B(v, ε) ⊂ [0, v] where v = Mφ1,R.
We note that φ1,R is a smooth positive supersolution of (1.5) which, in particular, is

continuous in B and φ1,R(x) ≥ cm > 0 for all x ∈ B, and we have 0 ≤ v ≤ Mφ1,R.
Since v ∈ int(V+), the proof of B(v, ε) ⊂ [0, v] for some positive ε is accomplished
provided there is some δ > 0 such that

(5.5) v(x) + δ ≤ v(x) =Mφ1,R(x), ∀ x ∈ B.

We recall that v and v satisfy (in the distributional sense) the following equation
and inequality, respectively,

−∆Nv = b(x)g(v) in B, v = 0 on ∂B,(5.6)

−∆Nv ≥ b(x)g(v) in B, v(x) ≥Mcm =: c̃ > 0 for x ∈ ∂B.(5.7)

Since 0 ≤ v ≤ v and s 7→ g(s) is nondecreasing, we get

−∆Nv = b(x)g(v) ≤ b(x)g(v) ≤ −∆Nv,

that is, (in the distributional sense)

(5.8) −∆Nv ≤ −∆Nv.

Consider the set N = {x ∈ B : v(x) = v(x)}. We are going to show that N is a
compact set. Since v = 0 on ∂B and v(x) ≥ c̃ > 0 for x ∈ ∂B and both v, v ∈ C(B),
we get by continuity arguments for some ϱ with 0 < ϱ < 1

(v − v)(x) > 0 for all x ∈ B \B(0, ϱ),

which implies that

N = {x ∈ B : v(x) = v(x)} = {x ∈ B(0, ϱ) : v(x) = v(x)}.

By continuity arguments {x ∈ B(0, ϱ) : v(x) = v(x)} is compact, and thus N is a
compact set. Now we are able to apply [12, Corollary 8.23] or [12, Corollary 8.25]
which states that N must be empty, which along with (v−v)(x) ≥ c̃ > 0 for x ∈ ∂B
shows that v(x)−v(x) > 0 for all x ∈ B. Thus again by continuity arguments there
is a positive δ such that (5.5) is satisfied. Therefore, there is some ε > 0 sufficiently
small with ε < δ such that B(v, ε) ⊂ [0, v], which completes the proof for v being a
local minimizer of E, i.e. v = ṽ+.

The proof for the existence of a negative local minimizer ṽ− can be shown in a
similar way. To this end introduce the truncation function τ− : B × R → R related
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to the negative subsolution v = −Mφ1,R defined by

τ−(x, s) =

 v(x) if s ≤ v(x)
s if v(x) < s < 0
0 if s ≥ 0

,

and the associated ’truncated’ energy functional E− defined by

E−(u) =
1

N
∥∇u∥NN −

∫
B

∫ u(x)

0
b(x)g(τ−(x, s)) ds dx.

Using similar arguments as above, one can show that E− : W → R has a global
negative minimizer ṽ− which can be shown to be a local minimizer of E. This
completes the proof. □

Some remarks are in order.

Remark 5.2. If we drop the additional assumption of s 7→ g(s) being nondecreasing
in Theorem 5.1 (ii), then one can still show the following results.

(i) The global minimizers ṽ+ and ṽ− of E+ and E−, respectively, are local
minimizers of the following ’truncated’ functional E0 : W → R which is
defined by

E0(u) =
1

N
∥∇u∥NN −

∫
B

∫ u(x)

0
b(x)g(τ0(x, s)) ds dx,

where the truncation function τ0 : B × R → R is given by

τ0(x, s) =

 v(x) if s ≤ v(x)
s if v(x) < s < v(x)
v(x) if s ≥ v(x),

(ii) In a similar way as e.g. in [4] or in [3] (for the Laplacian) one can show that
problem (1.5) (respectively (4.1)) has the smallest positive solution v+ ∈
int(V+) in [0, v] and the greatest negative solution v− with −v− ∈ int(V+),
which are local minimizers of E0 instead of E when using τ0 as follows:

(5.9) τ0(x, s) =

 v−(x) if s ≤ v−(x)
s if v−(x) < s < v+(x)
v+(x) if s ≥ v+(x),

However, unlike in [4] the analysis here is much more involved, because the
coefficient b is only supposed to be locally bounded and in Lr(B) (r > 1)
which requires to consider solutions in the function space V .

(iii) Following the idea of [3], a third sign-changing solution can be shown to
exist as a Mountain Pass critical point of E0 with τ0 given by (5.9).

Proof of Theorem 2.7: The proof follows readily from Theorem 5.1 by applying
Theorem 3.5 and Theorem 3.7, according to which u+ = Kv+ ∈ X is a positive
solution of (1.1) and u− = Kv− ∈ X is a negative solution of (1.1). Further,
ũ+ = Kṽ+ ∈ X and ũ− = Kṽ− ∈ X are positive and negative local minimizer
of the energy functional J(u) = 1

N

∫
Ω |∇u|N dx−

∫
Ω a(x)G(u) dx, that is related to

(1.1) due to the isometric, order-preserving isomorphism provided by the Kelvin
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transform K : W → X and the invariance of the energy functional under Kelvin
transform. □

Remark 5.3. (i) In view of Remark 5.2 (ii), the smallest positive and greatest
negative solution of (1.5) (respectively (4.1)) transfer via Kelvin transform to
smallest positive and greatest negative solutions of (1.1), since K :W → X
is, in particular, order-preserving.

(ii) The regularity of the solutions v+ ∈ int(V+), and ṽ+ ∈ int(V+), transfers

via Kelvin transform to u+ = Kv+, ũ+ = Kṽ+ ∈ int(V̂+), where V̂ , V̂+,

and int(V̂+) are as follows: For R0 > 1 fixed, define the subspace V̂ of X by

V̂ = {v ∈ X : v ∈ C(Ω) ∩ L∞(Ω) ∩ C1(ÂR0)},

where ÂR0 = Ω ∩ {x ∈ RN : |x| < R0}, then (V̂ , ∥ · ∥V̂ ) is a Banach space
with the norm given by

∥v∥V̂ = sup
x∈Ω

|v(x)|+ ∥v∥
C1(ÂR0

)
+ ∥v∥X .

Let V̂+ be the positve cone, i.e.,

V̂+ = {v ∈ V̂ : v(x) ≥ 0, x ∈ Ω},

then the interior of V̂+ is nonempty and can be characterized by

int(V̂+)

= {v ∈ V̂+ : v(x) > 0, x ∈ Ω,
∂v(x)

∂n
< 0 for all x ∈ ∂Ω = ∂B}.
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