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by λx⊕ (1− λ)y the unique point z of [x, y] which satisfies

d(z, x) = (1− λ)d(x, y) and d(z, y) = λd(x, y).(2.1)

Such metric spaces are usually called convex metric spaces [15]. Moreover, if we
have

d
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6 1

2
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for all u, x, y in X, then X is said to be a hyperbolic metric space (see [19]).
Obviously, normed linear spaces are hyperbolic spaces. One can consider, as non-
linear examples, the Hadamard manifolds [3], the Hilbert open unit ball equipped
with the hyperbolic metric [7].

A hyperbolic metric space X is said to be uniformly convex if for any a ∈ X, for
every r > 0, and for each ε > 0,

(2.2) δ(r, ε) =

inf

{
1− 1

r
d
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)
: d(x, a) 6 r, d(y, a) 6 r, d(x, y) > rε

}
> 0.

Let us observe that δ(r, 0) = 0, and δ(r, ε) is an increasing function of ε for every
fixed r (for more properties of δ, see [9]).

A metric space (X, d) is a CAT(0) space if it is geodesically connected and if every
geodesic triangle in X is at least as thin as its comparison triangle in the Euclidean
plane. For other equivalent definitions and basic properties, we refer the reader to
standard texts such as [1, 2]. Complete CAT(0) spaces are often called Hadamard
spaces. A subset C of a CAT(0) space is convex if [x, y] ⊆ C for all x, y ∈ C. we
need the following lemmas.

Lemma 2.1 ([2, Proposition 2.2]). Let X be a CAT(0) space, p, q, r, s ∈ X and
λ ∈ [0, 1]. Then

d(λp⊕ (1− λ)q, λr ⊕ (1− λ)s) 6 λd(p, r) + (1− λ)d(q, s).

Lemma 2.2 ([6, Lemma 2.4]). Let X be a CAT(0) space, x, y, z ∈ X and λ ∈ [0, 1].
Then

d(λx⊕ (1− λ)y, z) 6 λd(x, z) + (1− λ)d(y, z).

Lemma 2.3 ([6, Lemma 2.5]). Let X be a CAT(0) space, x, y, z ∈ X and λ ∈ [0, 1].
Then

d2(λx⊕ (1− λ)y, z) 6 λd2(x, z) + (1− λ)d2(y, z)− λ(1− λ)d2(x, y).

For CAT(0) spaces, it follows from Lemma 2.3 that

δ(r, ε) = δ(ε) = 1−
√

1− ε2

4
(2.3)

and thus CAT(0) spaces are uniformly convex. From now on, we assume that X is
a CAT(0) space.
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Lemma 2.4. Let X be a CAT(0) space and a ∈ X. Then for any r > 0 and
ε > 0 there exists δ(r, ϵ) > 0 such that if x, y ∈ X with d(x, a) 6 r, d(y, a) 6 r and
d(x, y) > rε, then

d(λx⊕ (1− λ)y, a) 6 r [1− 2min{λ, (1− λ)}δ(ϵ)]
for all λ ∈ [0, 1].

Proof. Let λ 6 1/2, u = λx⊕ (1− λ)y and

v = 2λ

(
1

2
x⊕ 1

2
y

)
⊕ (1− 2λ)y.

Then, by (2.1), we have d(v, y) = 2λd
(
1
2x⊕ 1

2y, y
)
= λd(x, y) = d(u, y). Uniqueness

property in (2.1) implies that v = u. Also, by (2.2),

d

(
1

2
x⊕ 1

2
y, a

)
6 r(1− δ(ϵ)).

This together with Lemma 2.2 implies that

d(λx⊕ (1− λ)y, a) = d(v, a) 6 2λd

(
1

2
x⊕ 1

2
y, a

)
+ (1− 2λ)d(y, a)

6 2λr(1− δ(ϵ)) + (1− 2λ)r = r(1− 2λδ(ϵ))

= r [1− 2min{λ, (1− λ)}δ(ϵ)] .
In the case that λ > 1/2, we put α = 1− λ < 1/2 and apply the proved case. �

Lemma 2.5. Let X be a CAT(0) space, a ∈ X, {xn} and {yn} be two sequences
in X and {λn} be a sequence in [0, 1]. If lim infn→∞ λn(1− λn) > 0,

lim sup
n→∞

d(xn, a) 6 R, lim sup
n→∞

d(yn, a) 6 R and lim
n→∞

d(λnxn ⊕ (1− λn)yn, a) = R

for some R ∈ [0,∞), then limn→∞ d(xn, yn) = 0.

Proof. Without loss of generality, we may assume that R > 0. Assume that the
conclusion is not true. Then, there exist ε > 0 and subsequence {ni} of {n} such
that d(xni , yni) > (R+ 1)ε for all i > 1. Let γ ∈ (0, 1) be arbitrarily chosen. There
exists subsequence {nj} of {ni} such that d(xnj , a) 6 R + γ and d(ynj , a) 6 R + γ
for all j > 1. Since lim infn→∞ λn(1 − λn) > 0, there exist λ > 0 and subsequence
{nk} of {nj} such that λnk

(1 − λnk
) > λ for all k > 1. It follows from Lemma 2.4

that

0 < 2λδ(ε) 6 2min{λnk
, (1− λnk

)}δ(ε) 6 1− 1

R+ γ
d(λnk

xnk
⊕ (1− λnk

)ynk
, a).

Since limk→∞ d(λnk
xnk

⊕ (1− λnk
)ynk

, a) = R, we obtain

0 < 2λδ(ε) 6 γ

R+ γ
.

Letting γ → 0, we get a contradiction. �

Let {xn} be a bounded sequence in a CAT(0) space X. For x ∈ X, we set

r(x, {xn}) = lim sup
n→∞

d(x, xn).



302 R. WANGKEEREE AND H. DEHGHAN

The asymptotic radius r({xn}) of {xn} is given by

r({xn}) = inf{r(x, {xn}) : x ∈ X},

and the asymptotic center A({xn}) of {xn} is the set

A({xn}) = {x ∈ X : r(x, {xn}) = r({xn})}.

It is known from Proposition 7 of [5] that in a CAT(0) space, A({xn}) consists of
exactly one point.

A sequence {xn} ⊂ X is said to ∆-converge to x ∈ X if A({xnk
}) = {x} for

every subsequence {xnk
} of {xn}. Uniqueness of asymptotic center implies that

CAT(0) space X satisfies Opial’s property, i.e., for given {xn} ⊂ X such that {xn}
∆-converges to x and given y ∈ X with y ̸= x,

lim sup
n→∞

d(xn, x) < lim sup
n→∞

d(xn, y).

Since it is not possible to formulate the concept of demiclosedness in a CAT(0)
setting, as stated in linear spaces, let us formally say that ”I − T is demiclosed at
zero” if the conditions, {xn} ⊆ C ∆- converges to x and d(xn, Txn) → 0 imply
x ∈ F (T ).

We need the following lemmas in the sequel.

Lemma 2.6 ([13]). Every bounded sequence in a complete CAT(0) space always
has a ∆-convergent subsequence.

Lemma 2.7 ([4]). If C is a closed convex subset of a complete CAT(0) space and
if {xn} is a bounded sequence in C, then the asymptotic center of {xn} is in C.

Lemma 2.8 ([22]). Let {an} and {bn} be sequences of nonnegative real numbers
such that

∑∞
n=1 bn < ∞ and

an+1 6 an + bn

for all n > 1. Then limn→∞ an exists.

3. Convergence theorems

Let C be a nonempty closed convex subset of a CAT(0) space X. Let S, T : C →
C be two mapping. Define the iterative sequence {xn} as follows:

x1 ∈ C, chosen arbitrary,
yn = (1− αn)xn ⊕ αnSxn,
zn = (1− αn)xn ⊕ αnTxn,
xn+1 = βnyn ⊕ (1− βn)zn, n > 1,

(3.1)

where {αn} and {βn} are two sequences in [0, 1]. If X is a linear space such as
Hilbert space, then iterative scheme (3.1) reduces to Moudafi’s iterative scheme [16]:
x1 ∈ C,

xn+1 = (1− αn)xn + αn[βnSxn + (1− βn)Txn], n > 1.(3.2)

The following theorem extends Theorem 3.1(i), (ii) of Kim [11] and hence Theo-
rem 4.1(i), (iii) of Iemoto and Takahashi [8] to CAT(0) spaces.
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Theorem 3.1. Let X be a complete CAT(0) space and C be a nonempty, closed
and convex subset of X, and let S, T be two quasi-nonexpansive mappings of C into
itself such that I − S, I − T are demiclosed at zero with F (S)∩F (T ) ̸= ∅. Suppose
that {xn} is defined by (3.1). Then the following hold:

(i) If lim infn→∞ αn(1−αn) > 0 and
∑∞

n=1(1−βn) < ∞, then {xn} ∆-converges
to a fixed point of S.

(ii) If lim infn→∞ αn(1 − αn) > 0 and lim infn→∞ βn(1 − βn) > 0, then {xn}
∆-converges to a common fixed point of S and T .

Proof. Let p ∈ F (S)∩F (T ). Since S and T are quasi-nonexpansive, by Lemma 2.2,
we have

d(xn+1, p) = d (βnyn ⊕ (1− βn)zn, p)

6 βnd(yn, p) + (1− βn)d(zn, p)

6 βn [(1− αn)d(xn, p) + αnd(Sxn, p)]

+(1− βn) [(1− αn)d(xn, p) + αnd(Txn, p)]

6 βn [(1− αn)d(xn, p) + αnd(xn, p)]

+(1− βn) [(1− αn)d(xn, p) + αnd(xn, p)]

= d(xn, p),(3.3)

which implies that limn→∞ d(xn, p) exists. Repeating (3.3), we obtain

d(xn, p) 6 d(x1, p)

for all n > 1. Therefore,

d(Sxn, Txn) 6 d(Sxn, p) + d(Txn, p) 6 2d(xn, p) 6 2d(x1, p).

(i) Utilizing (2.1) and Lemma 2.1, we have

d(xn+1, yn) = d (βnyn ⊕ (1− βn)zn, yn)

= (1− βn)d(yn, zn)

= (1− βn)d((1− αn)xn ⊕ αnSxn, (1− αn)xn ⊕ αnTxn)

6 (1− βn)αnd(Sxn, Txn)

6 (1− βn)d(Sxn, Txn).

Since
∑∞

n=1(1− βn) < ∞, we obtain

∞∑
n=1

d(xn+1, yn) 6
∞∑
n=1

(1− βn)d(Sxn, Txn)

6 2d(x1, p)

∞∑
n=1

(1− βn) < ∞,(3.4)

which implies that limn→∞ d(xn+1, yn) = 0 and thus

lim
n→∞

d(yn, p) = lim
n→∞

d(xn, p).(3.5)

From Lemma 2.3, we have

d2(yn, p) 6 (1− αn)d
2(xn, p) + αnd

2(Sxn, p)− αn(1− αn)d
2(xn, Sxn)
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6 d2(xn, p)− αn(1− αn)d
2(xn, Sxn).

It follows that

αn(1− αn)d
2(xn, Sxn) 6 d2(xn, p)− d2(yn, p).

Since lim infn→∞ αn(1− αn) > 0, it follows from (3.5) that

lim
n→∞

d(xn, Sxn) = 0.(3.6)

Since {xn} is bounded, by Lemma 2.6, there exists a subsequence {xni} of {xn}
which ∆-converges to a point y. By Lemma 2.7, y ∈ C. Since I − S is demiclosed
at zero, it follows from (3.6) that y ∈ F (S). If {xnj} is another subsequence of {xn}
which ∆-converges to a point z ∈ C, then by using the same argument as in the
proof above, we get z ∈ F (S). We show that for any q ∈ F (S), limn→∞ d(xn, q)
exists. We note that

d(yn, q) 6 (1− αn)d(xn, q) + αnd(Sxn, q)

6 d(xn, q)

6 d(yn−1, q) + d(xn, yn−1).

It follows from (3.4) and Lemma 2.8 that limn→∞ d(yn, q) exists which together with
limn→∞ d(xn, yn−1) = 0 implies that limn→∞ d(xn, q) exists. Next, we show y = z.
If not, By Opial’s condition,

lim
n→∞

d(xn, y) = lim
i→∞

d(xni , y)

< lim
i→∞

d(xni , z) = lim
n→∞

d(xn, z)

= lim
j→∞

d(xnj , z) < lim
j→∞

d(xnj , y)

= lim
n→∞

d(xn, y).(3.7)

This contradiction shows y = z and hence {xn} ∆-converges to y ∈ F (S).
(ii) For any p ∈ F (S)∩F (T ), by (3.3), we know that limn→∞ d(xn, p) exists. Let

lim
n→∞

d(xn, p) = R.(3.8)

Moreover, the inequalities d(Sxn, p) 6 d(xn, p) and d(Txn, p) 6 d(xn, p) imply that

lim sup
n→∞

d(Sxn, p) 6 R and lim sup
n→∞

d(Txn, p) 6 R.(3.9)

Next, we show that

lim
n→∞

d(yn, p) = R and lim
n→∞

d(zn, p) = R.(3.10)

Using (3.1) and Lemma 2.2, we have

d(yn, p) 6 d(xn, p) and d(zn, p) 6 d(xn, p).

Also,

d(xn+1, p) 6 βnd(yn, p) + (1− βn)d(zn, p)

6 βnd(yn, p) + (1− βn)d(xn, p)

and

d(xn+1, p) 6 βnd(xn, p) + (1− βn)d(zn, p).
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Since lim infn→∞ βn(1− βn) > 0, then

d(xn+1, p)− d(xn, p)

βn
+ d(xn, p) 6 d(yn, p)

and

d(xn+1, p)− d(xn, p)

(1− βn)
+ d(xn, p) 6 d(zn, p)

for sufficiently large numbers n. Taking lim infn→∞ in both sides, we obtain

lim
n→∞

d(xn, p) 6 lim inf
n→∞

d(yn, p) and lim
n→∞

d(xn, p) 6 lim inf
n→∞

d(zn, p).

The inequalities (3.8)-(3.10) together with Lemma 2.5 imply that

lim
n→∞

d(xn, Sxn) = 0 and lim
n→∞

d(xn, Txn) = 0.(3.11)

Since {xn} is bounded, by Lemma 2.6, there exists a subsequence {xni} of {xn}
which ∆-converges to a point y. By Lemma 2.7, y ∈ C. Since I − S and I − T are
demiclosed at zero, it follows from (3.11) that y ∈ F (S)∩F (T ). If {xnj} is another
subsequence of {xn} which ∆-converges to a point z ∈ C, then z ∈ F (S) ∩ F (T ).
Since for any q ∈ F (S)∩F (T ), limn→∞ d(xn, q) exists, by the same argument as in
(3.7) we conclude that y = z. Hence {xn} ∆-converges to y ∈ F (S) ∩ F (T ). �

The next theorem is a generalization of Theorem 3.2 of Kim [11] and hence
Theorem 4.1(ii) of Iemoto and Takahashi [8].

Theorem 3.2. Let X be a complete CAT(0) space and C be a nonempty, closed
and convex subset of X, and let S be a quasi-nonexpansive mappings of C into itself
and T be a nonexpansive mappings of C into itself such that F (S) ∩ F (T ) ̸= ∅.
Suppose that {xn} is defined by (3.1). If

∑∞
n=1 αn(1−αn) = ∞ and

∑∞
n=1 βn < ∞,

then {xn} ∆-converges to a fixed point of T .

Proof. For any p ∈ F (S) ∩ F (T ), it follows from (3.3) that limn→∞ d(xn, p) exists
and d(xn, p) 6 d(x1, p) for all n > 1. Utilizing (2.1) and Lemma 2.1, we have

d(xn+1, zn) = βnd(yn, zn) 6 βnαnd(Sxn, Txn) 6 βnd(Sxn, Txn) 6 2d(x1, p)βn.

Since
∑∞

n=1 βn < ∞, then limn→∞ d(xn+1, zn) = 0 and thus

lim
n→∞

d(zn, p) = lim
n→∞

d(xn, p).(3.12)

From Lemma 2.3, we have

d2(zn, p) 6 (1− αn)d
2(xn, p) + αnd

2(Txn, p)− αn(1− αn)d
2(xn, Txn)

6 d2(xn, p)− αn(1− αn)d
2(xn, Txn)

6 (d(xn, zn−1) + d(zn−1, p))
2 − αn(1− αn)d

2(xn, Txn)

6 (2d(x1, p)βn−1 + d(zn−1, p))
2 − αn(1− αn)d

2(xn, Txn).

It follows that

αn(1− αn)d
2(xn, Txn) 6 (2d(x1, p)βn−1 + d(zn−1, p))

2 − d2(zn, p).
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Since
∑∞

n=1 βn < ∞ and limn→∞ d(zn, p) exists, then

∞∑
n=2

αn(1− αn)d
2(xn, Txn) < ∞.

This together with
∑∞

n=1 αn(1− αn) = ∞ implies that

lim inf
n→∞

d(xn, Txn) = 0.(3.13)

Moreover,

d(xn+1, Txn+1) 6 d(xn+1, Txn) + d(Txn+1, Txn)

6 βnd(yn, Txn) + (1− βn)d(zn, Txn) + d(xn+1, xn)

6 βn [(1− αn)d(xn, Txn) + αnd(Sxn, Txn)]

+(1− βn)(1− αn)d(xn, Txn)

+βnαnd(Sxn, xn) + (1− βn)αnd(Txn, xn)

6 d(xn, Txn) + βn [d(Sxn, xn) + d(Sxn, Txn)]

6 d(xn, Txn) + 4βnd(x1, p).

Since
∑∞

n=1 βn < ∞, it follows from Lemma 2.8 that limn→∞ d(xn, Txn) exists.
Hence, by (3.13), we obtain

lim
n→∞

d(xn, Txn) = 0.(3.14)

Since {xn} is bounded, by Lemma 2.6, there exists a subsequence {xni} of {xn}
which ∆-converges to a point y. By Lemma 2.7, y ∈ C. we show that y ∈ F (T ). If
Ty ̸= y, by Opial’s condition and (3.14), we have

lim sup
n→∞

d(xn, y) < lim sup
n→∞

d(xn, T y)

6 lim sup
n→∞

[d(xn, Txn) + d(Txn, T y)]

6 lim sup
n→∞

d(xn, y).

This is a contradiction. Hence we obtain Ty = y. By the same argument as in the
proof of (i) in Theorem 3.1, {xn} ∆-converges to y ∈ F (T ). �

Two mappings S, T : C → C are said to satisfy Condition A [10, 20] iff there
exists a nondecreasing function f : [0,∞) → [0,∞) with f(0) = 0 and f(r) > 0 for
all r > 0 such that

f(d(x, F )) 6 1

2
(d(x, Sx) + d(x, Tx))

for all x ∈ C, where F = F (S) ∩ F (T ) ̸= ∅ and d(x, F ) = inf{d(x, y) : y ∈ F}.

Theorem 3.3. Let X be a complete CAT(0) space and C be a nonempty, closed
and convex subset of X, and let S, T be two quasi-nonexpansive mappings of C into
itself satisfying Condition A with F = F (S) ∩ F (T ) ̸= ∅. Suppose that {xn} is
defined by (3.1). If lim infn→∞ αn(1−αn) > 0 and lim infn→∞ βn(1−βn) > 0, then
{xn} converges strongly to a common fixed point of S and T .
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Proof. By taking infimum over all p ∈ F on both sides of (3.3), we see that

d(xn+1, F ) 6 d(xn, F ),

which implies that limn→∞ d(xn, F ) exists. We claim that limn→∞ d(xn, F ) = 0. If
not, there exist ε0 > 0 and a subsequence {nk} of {n} such that d(xnk

, F ) > ε0 for
all k > 1. Using Condition A and (3.11), we obtain

0 < f(ε0) 6 f(d(xnk
, F )) 6 1

2
(d(xnk

, Sxnk
) + d(xnk

, Txnk
)) → 0

as k → ∞, which is a contradiction. Moreover, {xn} is Cauchy. To see this let
n,m > k > 1. Then, by (3.3), we have

d(xn, xm) 6 d(xn, p) + d(xm, p) 6 2d(xk, p)

and thus

d(xn, xm) 6 2d(xk, F ).

Since limk→∞ d(xk, F ) = 0, then {xn} is Cauchy and converges to some q ∈ C.
Since F is closed, then q ∈ F . This completes the proof. �

The following is an example of a quasi-nonexpansive mapping in a non-Hilbert
CAT(0) space which is not a nonexpansive mapping.

Example 3.4. Consider R2 with the usual Euclidean meter d. Let X = R2 be an
R-tree with the radial meter dr, where dr(x, y) = d(x, y) if x and y are situated on
a Euclidean straight line passing through the origin and dr(x, y) = d(x,0) + d(y,0)
otherwise (see [12] and [17, page 65]). We put

C = {(t, 0) : t ∈ [0, 3/2]} ∪ {(0, t) : t ∈ [0, 3/2]} ⊂ R2

and define T : C → C by

T (t, 0) =

(
0,

t2

2

)
and T (0, t) =

(
t2

2
, 0

)
for all t ∈ [0, 3/2]. Clearly, F (T ) = {(0, 0)}. Let x = (t, 0) and 0 = (0, 0). Since x
and 0 are situated on a Euclidean straight line passing through the origin, we have

dr(Tx,0) = d(Tx,0) =
t2

2
6 t = dr(x,0).

Similarly, for y = (0, t), dr(Ty,0) 6 dr(y,0). Therefore, T is quasi-nonexpansive.
But it is not a nonexpansive mapping. In fact, if x = (5/4, 0) and y = (3/2, 0), then
we have

dr(Tx, Ty) =
11

32
>

1

4
= dr(x, y).

Also, taking S = T , we see that S and T satisfy Condition A with the function
f : [0,∞) → [0,∞) defined by f(r) = r. Note that for x = (t, 0) we have dr(x, F ) =
d(x,0) = t and

dr(x, Tx) = d(x,0) + d(Tx,0) = t+
t2

2
.
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