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In particular, if L = 1 then A is called a nonexpansive mapping; if L ∈ [0, 1) then A
is called a contraction. A mapping T : C → C is called ξ-strictly pseudocontractive
if there exists a constant ξ ∈ [0, 1) such that

∥Tx− Ty∥2 ≤ ∥x− y∥2 + ξ∥(I − T )x− (I − T )y∥2, ∀x, y ∈ C.

In particular, if ξ = 0, then T is a nonexpansive mapping.
Let A : C → H be a nonlinear mapping on C. We consider the following

variational inequality problem (VIP): find a point x ∈ C such that

(1.1) ⟨Ax, y − x⟩ ≥ 0, ∀y ∈ C.

The solution set of VIP (1.1) is denoted by VI(C,A).
The VIP (1.1) was first discussed by Lions [35] and now is well known. Variational

inequalities have extensively been investigated; see the monographs [3, 27–29, 32],
and also the articles [6,7,9–12,14,19,23,24,31,43,44,49,55,57] (and the references
therein). In 2003, for finding an element of Fix(S) ∩ VI(C,A) when C ⊂ H is
nonempty, closed and convex, S : C → C is nonexpansive and A : C → H is
α-inverse strongly monotone, Takahashi and Toyoda [49] introduced the following
Mann’s type iterative algorithm:{

x0 = x ∈ C chosen arbitrarily,
xn+1 = αnxn + (1− αn)SPC(xn − λnAxn), ∀n ≥ 0,

where {αn} ⊂ (0, 1) and {λn} ⊂ (0, 2α). It was shown in [49] that, if Fix(S) ∩
VI(C,A) ̸= ∅, then the sequence {xn} converges weakly to some z ∈ Fix(S) ∩
VI(C,A). Further, given a contractive mapping f : C → C, an α-inverse strongly
monotone mapping A : C → H and a nonexpansive mapping T : C → C, Jung
[31] introduced the following two-step iterative scheme by the composite viscosity
approximation method

(1.2)

 x0 = x ∈ C chosen arbitrarily,
yn = αnf(xn) + (1− αn)TPC(xn − λnAxn),
xn+1 = (1− βn)yn + βnTPC(yn − λnAyn), ∀n ≥ 0,

where {λn} ⊂ (0, 2α) and {αn}, {βn} ⊂ [0, 1). It was proven in [31] that, if Fix(T )∩
VI(C,A) ̸= ∅, then the sequence {xn} converges strongly to q = PFix(T )∩VI(C,A)f(q).

Furthermore, if C is the fixed point set Fix(T ) of a nonexpansive mapping T and
S is another nonexpansive mapping (not necessarily with fixed points), the VIP
(1.1) becomes the VIP of finding x∗ ∈ Fix(T ) such that

(1.3) ⟨(I − S)x∗, x− x∗⟩ ≥ 0, ∀x ∈ Fix(T ).

This problem, introduced by Mainge and Moudafi [38, 39], is called hierarchical
fixed point problem. It is clear that if S has fixed points, then they are solutions
of VIP (1.3). In the literature, the recent research work shows that variational
inequalities like (1.1) cover several topics, for example, monotone inclusions, convex
optimization and quadratic minimization over fixed point sets; see [36,41,52,53] for
more details.
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In [54], Yao, Liou and Marino [54] introduced two-step iterative algorithm that
generates a sequence {xn} via the explicit scheme

(1.4)

{
yn = βnSxn + (1− βn)xn,
xn+1 = αnf(xn) + (1− αn)Tyn, ∀n ≥ 1.

Theorem 1.1 (YLM see [54]). Let C be a nonempty closed convex subset of a
real Hilbert space H. Let S and T be two nonexpansive mappings of C into itself.
Let f : C → C be a ρ-contraction and {αn} and {βn} two real sequences in (0, 1).
Assume that the sequence {xn} generated by scheme (1.4) is bounded and

(i)
∑∞

n=1 αn = ∞;

(ii) limn→∞
1
αn

| 1
βn

− 1
βn−1

| = 0, limn→∞
1
βn

|1− αn−1

αn
| = 0;

(iii) limn→∞ βn = 0, limn→∞
αn
βn

= 0, limn→∞
β2
n

αn
= 0;

(iv) Fix(T ) ∩ int(C) ̸= ∅;
(v) there exists a constant k > 0 such that ∥x − Tx∥ ≥ k · dist(x,Fix(T )) for

each x ∈ C, where dist(x,Fix(T )) = infy∈Fix(T ) ∥x− y∥.
Then the sequence {xn} strongly converges to x∗ = PFix(T )f(x

∗) which solves the
VIP (1.3) with S = f .

In this paper, we consider the following general mixed equilibrium problem
(GMEP) (see, also, [5, 34,45]) of finding x ∈ C such that

(1.5) Θ(x, y) + h(x, y) ≥ 0, ∀y ∈ C,

where Θ , h : C × C → R are two bi-functions. We denote the set of solutions of
GMEP (1.5) by GMEP(Θ , h). The GMEP (1.5) is very general, for examples, it
includes the following equilibrium problems as special cases:

As an example, in [8,21,37,50] the authors considered and studied the generalized
equilibrium problem (GEP) which is to find x ∈ C such that

Θ(x, y) + ⟨Ax, y − x⟩ ≥ 0, ∀y ∈ C.

The set of solutions of GEP is denoted by GEP(Θ , A).
In [5,8,20,39], the authors considered and studied the mixed equilibrium problem

(MEP) which is to find x ∈ C such that

Θ(x, y) + φ(y)− φ(x) ≥ 0, ∀y ∈ C.

The set of solutions of MEP is denoted by MEP(Θ , φ).
In [2,15,38,47], the authors considered and studied the equilibrium problem (EP)

which is to find x ∈ C such that

Θ(x, y) ≥ 0, ∀y ∈ C.

The set of solutions of EP is denoted by EP(Θ). It is worth to mention that the EP
is an unified model of several problems, namely, variational inequality problems,
optimization problems, saddle point problems, complementarity problems, fixed
point problems, Nash equilibrium problems, etc.

Throughout this paper, it is assumed as in [25] that Θ : C×C → R is a bifunction
satisfying conditions (θ1)-(θ3) and h : C ×C → R is a bi-function with restrictions
(h1)-(h3), where



1260 L.-C. CENG, Y.-C. LIOU, AND M. M. WONG

(θ1) Θ(x, x) = 0 for all x ∈ C;
(θ2) Θ is monotone (i.e., Θ(x, y) + Θ(y, x) ≤ 0, ∀x, y ∈ C) and upper hemicon-

tinuous in the first variable, i.e., for each x, y, z ∈ C,

lim sup
t→0+

Θ(tz + (1− t)x, y) ≤ Θ(x, y);

(θ3) Θ is lower semicontinuous and convex in the second variable;
(h1) h(x, x) = 0 for all x ∈ C;
(h2) h is monotone and weakly upper semicontinuous in the first variable;
(h3) h is convex in the second variable.
For r > 0 and x ∈ H, let Tr : H → 2C be a mapping defined by

Trx = {z ∈ C : Θ(z, y) + h(z, y) +
1

r
⟨y − z, z − x⟩ ≥ 0,∀y ∈ C}

called the resolvent of Θ and h.

On the other hand, for a long time, many authors were interested in the con-
struction of iterative algorithms that weakly or strongly converge to a common
fixed point of a family of nonexpansive mappings; see e.g., [2, 4, 33].

Let {Tn}∞n=1 be an infinite family of nonexpansive self-mappings on C and {λn}∞n=1

be a sequence of nonnegative numbers in [0, 1]. For any n ≥ 1, define a mapping
Wn on C as follows:

(1.6)



Un,n+1 = I,
Un,n = λnTnUn,n+1 + (1− λn)I,
Un,n−1 = λn−1Tn−1Un,n + (1− λn−1)I,
· · ·
Un,k = λkTkUn,k+1 + (1− λk)I,
Un,k−1 = λk−1Tk−1Un,k + (1− λk−1)I,
· · ·
Un,2 = λ2T2Un,3 + (1− λ2)I,
Wn = Un,1 = λ1T1Un,2 + (1− λ1)I.

Such a mapping Wn is called the W -mapping generated by Tn, Tn−1, . . . , T1 and
λn, λn−1, . . . , λ1.

In 2013, Rattanaseeha [47] introduced an iterative algorithm:

(1.7)


x1 ∈ H arbitrarily given,
Θ(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

xn+1 = PC [αnγf(xn) + (I − αnV )Wnun], ∀n ≥ 1,

and proved the following strong convergence theorem.

Theorem 1.2 (see [47, Theorem 3.1]). Let C be a nonempty closed convex subset
of a real Hilbert space H. Let Θ : C×C → R be a bifunction satisfying assumptions
(θ1)-(θ3). Let f be an α-contraction on H with α ∈ (0, 1), and let {Tn}∞n=1 be an
infinite family of nonexpansive self-mappings on C such that Ω := ∩∞

n=1Fix(Tn) ∩
EP(Θ) ̸= ∅. Let V : H → H be a γ-strongly positive bounded linear operator with

0 < γ < γ
α . Let λ1, λ2, . . . be a sequence of real numbers such that 0 < λn ≤ b <

1, n = 1, 2, . . . . Let Wn be the W -mapping of C into itself generated by (1.6). Let
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W be defined by Wx = limn→∞Wnx, ∀x ∈ C. Let {xn} and {un} be sequences
generated by (1.7), where {αn} is a sequence in (0, 1) and {rn} is a sequence in
(0,∞) such that the following conditions hold:

(C1) limn→∞ αn = 0, (C2)
∑∞

n=1 αn = ∞, and (C3) limn→∞ rn = r > 0.
Then both {xn} and {un} converge strongly to x∗ ∈ Ω, where x∗ = PΩ (I − (V −
γf))x∗ is a unique solution of the VIP

⟨(V − γf)x∗, x∗ − x⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

1

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

In addition, Marino, Muglia and Yao [40] introduced a multi-step iterative scheme

(1.8)


Θ(un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
xn+1 = αnf(xn) + (1− αn)Tyn,N ,

with f : C → C a ρ-contraction and {αn}, {βn,i} ⊂ (0, 1), {rn} ⊂ (0,∞), that
generalizes the two-step iterative scheme (1.4) for two nonexpansive mappings to a
finite family of nonexpansive mappings T, Si : C → C, i = 1, . . . , N , and proved
that the proposed scheme (1.8) converges strongly to a common fixed point of the
mappings that is also an equilibrium point of the GMEP (1.5).

More recently, Marino, Muglia and Yao’s multi-step iterative scheme (1.8) was
extended to develop the following composite viscosity iterative algorithm by virtue
of Jung’s two-step iterative scheme (1.2).

Algorithm 1.3 (CPY (see (3.1) in [17]). Let f : C → C be a ρ-contraction and
A : C → H be an α-inverse strongly monotone mapping. Let Si, T : C → C be
nonexpansive mappings for each i = 1, . . . , N . Let Θ : C × C → R be a bifunction
satisfying conditions (θ1)-(θ3) and h : C×C → R be a bi-function with restrictions
(h1)-(h3). Let {xn} be the sequence generated by

(1.9)


Θ(un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
yn = αnf(yn,N ) + (1− αn)TPC(yn,N − λnAyn,N ),
xn+1 = (1− βn)yn + βnTPC(yn − λnAyn), ∀n ≥ 1,

where {λn} is a sequence in (0, 2α) with

0 < lim inf
n→∞

λn ≤ lim sup
n→∞

λn < 1,

{αn}, {βn} are sequences in (0, 1) with

0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1,
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{βn,i} is a sequence in (0, 1) for each i = 1, . . . , N , and {rn} is a sequence in (0,∞)
with lim infn→∞ rn > 0.

It was proven in [17] that the proposed scheme (1.9) converges strongly to a
common fixed point of the mappings T, Si : C → C, i = 1, . . . , N , that is also an
equilibrium point of the GMEP (1.5) and a solution of the VIP (1.1).

In this paper, we introduce a Mann-type viscosity iterative algorithm for finding
a common element of the solution set GMEP(Θ , h) of GMEP (1.5), the solution set
VI(C,A) of VIP (1.1) for an inverse-strongly monotone mapping A : C → H, and
the common fixed point set ∩∞

n=1Fix(Tn) ∩ ∩N
i=1Fix(Si) ∩ Fix(T ) of a strict pseu-

docontraction T : H → H, one finite family of nonexpansive mappings Si : C →
C, i = 1, . . . , N and another infinite family of nonexpansive mappings Tn : C →
C, n = 1, 2, . . . , in the setting of the infinite-dimensional Hilbert space. The itera-
tive algorithm is based on composite viscosity approximation method [31], Mann’s
iterative method, W -mapping approach to common fixed points of infinitely many
nonexpansive mappings, and strongly positive bounded linear operator approach.
Our aim is to prove the strong convergence of the iterative algorithm to an element
of Ω := ∩∞

n=1Fix(Tn) ∩ ∩N
i=1Fix(Si) ∩GMEP(Θ , h) ∩VI(C,A) ∩ Fix(T ), which also

solves some hierarchical minimization. The result presented in this paper improves
and extends some corresponding ones in the earlier and recent literature. We observe
that related results have been derived say in [1,2,10,13,16–18,22,26,38–40,49,51,54].

2. Preliminaries

Throughout this paper, we assume that H is a real Hilbert space whose inner
product and norm are denoted by ⟨·, ·⟩ and ∥ · ∥, respectively. Let C be a nonempty
closed convex subset of H. We write xn ⇀ x to indicate that the sequence {xn}
converges weakly to x and xn → x to indicate that the sequence {xn} converges
strongly to x. Moreover, we use ωw(xn) to denote the weak ω-limit set of the
sequence {xn} and ωs(xn) to denote the strong ω-limit set of the sequence {xn},
i.e.,

ωw(xn) := {x ∈ H : xni ⇀ x for some subsequence {xni} of {xn}},

and

ωs(xn) := {x ∈ H : xni → x for some subsequence {xni} of {xn}}.
The metric (or nearest point) projection from H onto C is the mapping PC :

H → C which assigns to each point x ∈ H the unique point PCx ∈ C satisfying the
property

∥x− PCx∥ = inf
y∈C

∥x− y∥ =: d(x,C).

The following properties of projections are useful and pertinent to our purpose.

Proposition 2.1. Given any x ∈ H and z ∈ C. One has

(i) z = PCx ⇔ ⟨x− z, y − z⟩ ≤ 0, ∀y ∈ C;
(ii) z = PCx ⇔ ∥x− z∥2 ≤ ∥x− y∥2 − ∥y − z∥2, ∀y ∈ C;
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(iii) ⟨PCx−PCy, x− y⟩ ≥ ∥PCx−PCy∥2, ∀y ∈ H, which hence implies that PC

is nonexpansive and monotone.

Definition 2.2. A mapping T : H → H is said to be

(a) nonexpansive if

∥Tx− Ty∥ ≤ ∥x− y∥, ∀x, y ∈ H;

(b) firmly nonexpansive if 2T − I is nonexpansive, or equivalently, if T is 1-
inverse strongly monotone (1-ism),

⟨x− y, Tx− Ty⟩ ≥ ∥Tx− Ty∥2, ∀x, y ∈ H;

alternatively, T is firmly nonexpansive if and only if T can be expressed as

T =
1

2
(I + S),

where S : H → H is nonexpansive; projections are firmly nonexpansive.

Definition 2.3. A mapping A : C → H is said to be

(i) monotone if
⟨Ax−Ay, x− y⟩ ≥ 0, ∀x, y ∈ C;

(ii) η-strongly monotone if there exists a constant η > 0 such that

⟨Ax−Ay, x− y⟩ ≥ η∥x− y∥2, ∀x, y ∈ C;

(iii) ζ-inverse-strongly monotone if there exists a constant ζ > 0 such that

⟨Ax−Ay, x− y⟩ ≥ ζ∥Ax−Ay∥2, ∀x, y ∈ C.

It can be easily seen that if T is nonexpansive, then I − T is monotone. It is
also easy to see that the projection PC is 1-ism. Inverse strongly monotone (also
referred to as co-coercive) operators have been applied widely in solving practical
problems in various fields.

On the other hand, it is obvious that if A : C → H is ζ-inverse-strongly monotone,
then A is monotone and 1

ζ -Lipschitz continuous. Moreover, we also have that, for

all u, v ∈ C and λ > 0,

(2.1)

∥(I − λA)u− (I − λA)v∥2
= ∥(u− v)− λ(Au−Av)∥2
= ∥u− v∥2 − 2λ⟨Au−Av, u− v⟩+ λ2∥Au−Av∥2
≤ ∥u− v∥2 + λ(λ− 2ζ)∥Au−Av∥2.

So, if λ ≤ 2ζ, then I − λA is a nonexpansive mapping from C to H.

It is clear that, in a real Hilbert space H, T : C → C is ξ-strictly pseudocontrac-
tive if and only if the following inequality holds:

⟨Tx− Ty, x− y⟩ ≤ ∥x− y∥2 − 1− ξ

2
∥(I − T )x− (I − T )y∥2, ∀x, y ∈ C.

This immediately implies that if T is a ξ-strictly pseudocontractive mapping, then
I − T is 1−ξ

2 -inverse strongly monotone; for further detail, we refer to [42] and the
references therein. It is well known that the class of strict pseudocontractions strictly
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includes the class of nonexpansive mappings and that the class of pseudocontractions
strictly includes the class of strict pseudocontractions.

Proposition 2.4 (see [42, Proposition 2.1]). Let C be a nonempty closed convex
subset of a real Hilbert space H and T : C → C be a mapping.

(i) If T is a ξ-strictly pseudocontractive mapping, then T satisfies the Lips-
chitzian condition

∥Tx− Ty∥ ≤ 1 + ξ

1− ξ
∥x− y∥, ∀x, y ∈ C.

(ii) If T is a ξ-strictly pseudocontractive mapping, then the mapping I − T is
semiclosed at 0, that is, if {xn} is a sequence in C such that xn ⇀ x̃ and
(I − T )xn → 0, then (I − T )x̃ = 0.

(iii) If T is ξ-(quasi-)strict pseudocontraction, then the fixed-point set Fix(T ) of
T is closed and convex so that the projection PFix(T ) is well defined.

Proposition 2.5 (see [55]). Let C be a nonempty closed convex subset of a real
Hilbert space H. Let T : C → C be a ξ-strictly pseudocontractive mapping. Let γ
and δ be two nonnegative real numbers such that (γ + δ)ξ ≤ γ. Then

∥γ(x− y) + δ(Tx− Ty)∥ ≤ (γ + δ)∥x− y∥, ∀x, y ∈ C.

We need some facts and tools in a real Hilbert space H which are listed as lemmas
below.

Lemma 2.6. Let X be a real inner product space. Then there holds the following
inequality

∥x+ y∥2 ≤ ∥x∥2 + 2⟨y, x+ y⟩, ∀x, y ∈ X.

Lemma 2.7. Let H be a real Hilbert space. Then the following hold:

(a) ∥x− y∥2 = ∥x∥2 − ∥y∥2 − 2⟨x− y, y⟩ for all x, y ∈ H;
(b) ∥λx+ µy∥2 = λ∥x∥2 + µ∥y∥2 − λµ∥x− y∥2 for all x, y ∈ H and λ, µ ∈ [0, 1]

with λ+ µ = 1;
(c) If {xn} is a sequence in H such that xn ⇀ x, it follows that

lim sup
n→∞

∥xn − y∥2 = lim sup
n→∞

∥xn − x∥2 + ∥x− y∥2, ∀y ∈ H.

Lemma 2.8 (see [48]). Let C be a nonempty closed convex subset of a real Hilbert
space H. Let {Tn}∞n=1 be a sequence of nonexpansive self-mappings on C such that
∩∞
n=1Fix(Tn) ̸= ∅ and let {λn}∞n=1 be a sequence in (0, b] for some b ∈ (0, 1). Then,

for every x ∈ C and k ≥ 1 the limit limn→∞ Un,kx exists where Un,k is defined as
in (1.6).

Remark 2.9 (see [56, Remark 3.1]). It can be known from Lemma 2.8 that if D
is a nonempty bounded subset of C, then for ϵ > 0 there exists n0 ≥ k such that
for all n > n0

sup
x∈D

∥Un,kx− Ukx∥ ≤ ϵ.
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Remark 2.10 (see [56, Remark 3.2]). Utilizing Lemma 2.8, we define a mapping
W : C → C as follows:

Wx = lim
n→∞

Wnx = lim
n→∞

Un,1x, ∀x ∈ C.

Such aW is called theW -mapping generated by T1, T2, . . . and λ1, λ2, . . . . SinceWn

is nonexpansive, W : C → C is also nonexpansive. If {xn} is a bounded sequence
in C, then we put D = {xn : n ≥ 1}. Hence, it is clear from Remark 2.9 that for
an arbitrary ϵ > 0 there exists N0 ≥ 1 such that for all n > N0

∥Wnxn −Wxn∥ = ∥Un,1xn − U1xn∥ ≤ sup
x∈D

∥Un,1x− U1x∥ ≤ ϵ.

This implies that
lim
n→∞

∥Wnxn −Wxn∥ = 0.

Lemma 2.11 (see [48]). Let C be a nonempty closed convex subset of a real Hilbert
space H. Let {Tn}∞n=1 be a sequence of nonexpansive self-mappings on C such that
∩∞
n=1Fix(Tn) ̸= ∅, and let {λn}∞n=1 be a sequence in (0, b] for some b ∈ (0, 1). Then,

Fix(W ) = ∩∞
n=1Fix(Tn).

Lemma 2.12 (see [30, Demiclosedness principle]). Let C be a nonempty closed
convex subset of a real Hilbert space H. Let S be a nonexpansive self-mapping on C
with Fix(S) ̸= ∅. Then I−S is demiclosed. That is, whenever {xn} is a sequence in
C weakly converging to some x ∈ C and the sequence {(I−S)xn} strongly converges
to some y, it follows that (I − S)x = y. Here I is the identity operator of H.

Lemma 2.13. Let A : C → H be a monotone mapping. In the context of the
variational inequality problem the characterization of the projection (see Proposition
2.1 (i)) implies

u ∈ VI(C,A) ⇔ u = PC(u− λAu), ∀λ > 0.

Lemma 2.14 (see [41]). Let V be a γ-strongly positive bounded linear operator on
H and assume 0 < ρ ≤ ∥V ∥−1. Then ∥I − ρV ∥ ≤ 1− ργ.

Lemma 2.15 (see [53]). Let {an} be a sequence of nonnegative real numbers satis-
fying

an+1 ≤ (1− sn)an + snbn + tn, ∀n ≥ 1,

where {sn}, {tn} and {bn} satisfy the following conditions:

(i) {sn} ⊂ [0, 1] and
∑∞

n=1 sn = ∞;
(ii) either lim supn→∞ bn ≤ 0 or

∑∞
n=1 |snbn| < ∞;

(iii) tn ≥ 0 for all n ≥ 1, and
∑∞

n=1 tn < ∞.

Then, limn→∞ an = 0.

In the sequel, we will indicate with GMEP(Θ , h) the solution set of GMEP (1.2).

Lemma 2.16 (see [25]). Let C be a nonempty closed convex subset of a real Hilbert
space H. Let Θ : C × C → R be a bifunction satisfying conditions (θ1)-(θ3) and
h : C×C → R is a bi-function with restrictions (h1)-(h3). Moreover, let us suppose
that

(H) for fixed r > 0 and x ∈ C, there exist a bounded K ⊂ C and x̂ ∈ K such that
for all z ∈ C \K, −Θ(x̂, z) + h(z, x̂) + 1

r ⟨x̂− z, z − x⟩ < 0.
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For r > 0 and x ∈ H, the mapping Tr : H → 2C (i.e., the resolvent of Θ and h)
has the following properties:

(i) Trx ̸= ∅;
(ii) Trx is a singleton;
(iii) Tr is firmly nonexpansive;
(iv) GMEP(Θ , h) = Fix(Tr) and it is closed and convex.

Lemma 2.17 (see [25]). Let us suppose that (θ1)-(θ3), (h1)-(h3) and (H) hold. Let
x, y ∈ H, r1, r2 > 0. Then

∥Tr2y − Tr1x∥ ≤ ∥y − x∥+
∣∣∣r2 − r1

r2

∣∣∣∥Tr2y − y∥.

Lemma 2.18 (see [40]). Suppose that the hypotheses of Lemma 2.16 are satisfied.
Let {rn} be a sequence in (0,∞) with lim infn→∞ rn > 0. Suppose that {xn} is a
bounded sequence. Then the following statements are equivalent and true:

(a) if ∥xn − Trnxn∥ → 0 as n → ∞, each weak cluster point of {xn} satisfies
the problem

Θ(x, y) + h(x, y) ≥ 0, ∀y ∈ C,

i.e., ωw(xn) ⊆ GMEP(Θ , h).
(b) the demiclosedness principle holds in the sense that, if xn ⇀ x∗ and

∥xn − Trnxn∥ → 0 as n → ∞, then (I − Trk)x
∗ = 0 for all k ≥ 1.

Finally, recall that a set-valued mapping T̃ : H → 2H is called monotone if for

all x, y ∈ H, f ∈ T̃ x and g ∈ T̃ y imply ⟨x − y, f − g⟩ ≥ 0. A monotone mapping

T̃ : H → 2H is maximal if its graph G(T̃ ) is not properly contained in the graph of

any other monotone mapping. It is known that a monotone mapping T̃ is maximal if

and only if for (x, f) ∈ H×H, ⟨x−y, f−g⟩ ≥ 0 for all (y, g) ∈ G(T̃ ) implies f ∈ T̃ x.
Let A : C → H be a monotone, L-Lipschitz continuous mapping and let NCv be
the normal cone to C at v ∈ C, i.e., NCv = {w ∈ H : ⟨v − u,w⟩ ≥ 0, ∀u ∈ C}.
Define

T̃ v =

{
Av +NCv, if v ∈ C,
∅, if v ̸∈ C.

It is known in [46] that in this case T̃ is maximal monotone, and

(2.2) 0 ∈ T̃ v ⇔ v ∈ VI(C,A).

3. Main results

We now propose the following Mann-type viscosity iterative scheme:

(3.1)


Θ(un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
yn = αnγf(yn,N ) + (I − αnµV )WnPC(yn,N − νnAyn,N ),
xn+1 = βnyn + γnPC(yn − νnAyn) + δnTPC(yn − νnAyn),

for all n ≥ 1, where
A : C → H is an α-inverse-strongly monotone mapping;
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V is a γ-strongly positive bounded linear operator on H and f : H → H is an
l-Lipschitz continuous mapping with 0 ≤ γl < µγ;

T : H → H is a ξ-strict pseudocontraction and Si : C → C is a nonexpansive
mapping for each i = 1, . . . , N ;

Θ , h : C×C → R are two bi-functions satisfying the hypotheses of Lemma 2.16;
{νn} is a sequence in (0, 2α) with 0 < lim infn→∞ νn ≤ lim supn→∞ νn < 2α;
{αn}, {βn} are sequences in (0, 1) with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
{γn}, {δn} are sequences in [0, 1] with βn + γn + δn = 1, ∀n ≥ 1;
{βn,i}Ni=1 are sequences in (0, 1) and (γn + δn)ξ ≤ γn, ∀n ≥ 1;
{rn} is a sequence in (0,∞) with lim infn→∞ rn > 0 and lim infn→∞ δn > 0.

We start our main result from the following series of propositions.

Proposition 3.1. Let us suppose that Ω = ∩∞
n=1Fix(Tn) ∩ ∩N

i=1Fix(Si)∩
GMEP(Θ , h)∩VI(C,A)∩Fix(T ) ̸= ∅. Then the sequences {xn}, {yn}, {yn,i} for all
i, {un} are bounded.

Proof. Since limn→∞ αn = 0 and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1, we may
assume, without loss of generality, that {βn} ⊂ [c, d] ⊂ (0, 1) and 0 < αnµ ≤ ∥V ∥−1

for all n ≥ 1. Since V is a γ-strongly positive bounded linear operator on H, by
Lemma 2.14 we know that

∥I − αnµV ∥ ≤ 1− αnµγ, ∀n ≥ 1.

Let us observe that, if p ∈ Ω , then

∥yn,1 − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.
For all from i = 2 to i = N , by induction, one proves that

∥yn,i − p∥ ≤ βn,i∥un − p∥+ (1− βn,i)∥yn,i−1 − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.
Thus we obtain that for every i = 1, . . . , N ,

(3.2) ∥yn,i − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.
Let ỹn,N = PC(yn,N − νnAyn,N ) and ỹn = PC(yn − νnAyn) for every n ≥ 1. Since
I − νnA is nonexpansive and p = PC(p− νnAp) (due to Lemma 2.13), we have

∥ỹn,N − p∥ = ∥PC(yn,N − νnAyn,N )− PC(p− νnAp)∥
≤ ∥(yn,N − νnAyn,N )− (p− νnAp)∥(3.3)

≤ ∥yn,N − p∥ ≤ ∥un − p∥ ≤ ∥xn − p∥.
Moreover, from p = Wnp we get

∥yn − p∥ = ∥αnγ(f(yn,N )− f(p)) + (I − αnµV )(Wnỹn,N − p) + αn(γf − µV )p∥
≤ αnγ∥f(yn,N )− f(p)∥+ ∥I − αnµV ∥∥Wnỹn,N − p∥+ αn∥(γf − µV )p∥
≤ αnγl∥yn,N − p∥+ (1− αnµγ)∥ỹn,N − p∥+ αn∥(γf − µV )p∥
≤ αnγl∥yn,N − p∥+ (1− αnµγ)∥yn,N − p∥+ αn∥(γf − µV )p∥
= (1− αn(µγ − γl))∥yn,N − p∥+ αn∥(γf − µV )p∥

= (1− αn(µγ − γl))∥yn,N − p∥+ αn(µγ − γl)
∥(γf − µV )p∥

µγ − γl
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≤ max
{
∥yn,N − p∥, ∥(γf − µV )p∥

µγ − γl

}
≤ max

{
∥xn − p∥, ∥(γf − µV )p∥

µγ − γl

}
.

Since (γn + δn)ξ ≤ γn for all n ≥ 1, utilizing Proposition 2.5 we obtain from the
last inequality

∥xn+1 − p∥ = ∥βn(yn − p) + γn(PC(yn − νnAyn)− p)

+δn(TPC(yn − νnAyn)− p)∥
≤ βn∥yn − p∥+ ∥γn(ỹn − p) + δn(T ỹn − p)∥
≤ βn∥yn − p∥+ (γn + δn)∥ỹn − p∥
≤ βn∥yn − p∥+ (γn + δn)∥yn − p∥
= ∥yn − p∥

≤ max
{
∥xn − p∥, ∥(γf − µV )p∥

µγ − γl

}
.

By induction, we get

∥xn − p∥ ≤ max{∥x1 − p∥, ∥(γf − µV )p∥
µγ − γl

}, ∀n ≥ 1.

This implies that {xn} is bounded and so are {Ayn,N}, {Ayn}, {ỹn,N}, {ỹn}, {un},
{yn}, {yn,i} for each i = 1, . . . , N . Since ∥Wnỹn,N−p∥ ≤ ∥yn,N−p∥ and ∥T ỹn−p∥ ≤
1+ξ
1−ξ∥yn − p∥, {Wnỹn,N} and {T ỹn} are also bounded. □

Proposition 3.2. Let us suppose that Ω ̸= ∅. Moreover, let us suppose that the
following hold:

(H0) limn→∞ αn = 0 and
∑∞

n=1 αn = ∞;

(H1)
∑∞

n=2 |νn − νn−1| < ∞ or limn→∞
|νn−νn−1|

αn
= 0;

(H2)
∑∞

n=2 |αn − αn−1| < ∞ or limn→∞
|αn−αn−1|

αn
= 0;

(H3)
∑∞

n=2 |βn,i − βn−1,i| < ∞ or limn→∞
|βn,i−βn−1,i|

αn
= 0 for each i = 1, . . . , N ;

(H4)
∑∞

n=2 |rn − rn−1| < ∞ or limn→∞
|rn−rn−1|

αn
= 0;

(H5)
∑∞

n=2 |βn − βn−1| < ∞ or limn→∞
|βn−βn−1|

αn
= 0;

(H6)
∑∞

n=2 |
γn

1−βn
− γn−1

1−βn−1
| < ∞ or limn→∞

1
αn

| γn
1−βn

− γn−1

1−βn−1
| = 0.

Then limn→∞ ∥xn+1 − xn∥ = 0, i.e., {xn} is asymptotically regular.

Proof. First, it is known that {βn} ⊂ [c, d] ⊂ (0, 1) as in the proof of Proposition
3.1. Taking into account lim infn→∞ rn > 0, we may assume, without loss of gen-
erality, that {rn} ⊂ [ϵ,∞) for some ϵ > 0. First, we write xn = βn−1yn−1 + (1 −
βn−1)wn−1, ∀n ≥ 2, where wn−1 =

xn−βn−1yn−1

1−βn−1
. It follows that for all n ≥ 2

wn − wn−1 =
xn+1 − βnyn

1− βn
− xn − βn−1yn−1

1− βn−1

=
γnỹn + δnT ỹn

1− βn
− γn−1ỹn−1 + δn−1T ỹn−1

1− βn−1
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=
γn(ỹn − ỹn−1) + δn(T ỹn − T ỹn−1)

1− βn
+

( γn
1− βn

− γn−1

1− βn−1

)
ỹn−1(3.4)

+
( δn
1− βn

− δn−1

1− βn−1

)
T ỹn−1.

Since (γn + δn)ξ ≤ γn for all n ≥ 1, utilizing Proposition 2.5 we have

∥γn(ỹn − ỹn−1) + δn(T ỹn − T ỹn−1)∥ ≤ (γn + δn)∥ỹn − ỹn−1∥.
This together with (3.4), implies that

∥wn − wn−1∥ ≤ ∥γn(ỹn − ỹn−1) + δn(T ỹn − T ỹn−1)∥
1− βn

+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣∥ỹn−1∥

+| δn
1− βn

− δn−1

1− βn−1
|∥T ỹn−1∥

≤ (γn + δn)∥ỹn − ỹn−1∥
1− βn

(3.5)

+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣(∥ỹn−1∥+ ∥T ỹn−1∥)

= ∥ỹn − ỹn−1∥+ | γn
1− βn

− γn−1

1− βn−1
|(∥ỹn−1∥+ ∥T ỹn−1∥).

Next, we estimate ∥yn − yn−1∥. From (3.1), we have{
yn = αnγf(yn,N ) + (I − αnµV )Wnỹn,N ,
yn−1 = αn−1γf(yn−1,N ) + (I − αn−1µV )Wn−1ỹn−1,N , ∀n ≥ 2.

Simple calculations show that

yn − yn−1 = (I − αnµV )(Wnỹn,N −Wn−1ỹn−1,N )

+(αn − αn−1)(γf(yn−1,N )− µVWn−1ỹn−1,N )(3.6)

+αnγ(f(yn,N )− f(yn−1,N )).

Utilizing the nonexpansivity of Wn, Tn and Un,i, we have from (1.6)

∥Wnỹn−1,N −Wn−1ỹn−1,N∥ = ∥λ1T1Un,2ỹn−1,N − λ1T1Un−1,2ỹn−1,N∥
≤ λ1∥Un,2ỹn−1,N − Un−1,2ỹn−1,N∥
= λ1∥λ2T2Un,3ỹn−1,N − λ2T2Un−1,3ỹn−1,N∥
≤ λ1λ2∥Un,3ỹn−1,N − Un−1,3ỹn−1,N∥(3.7)

≤ · · ·
≤ λ1λ2 · · ·λn−1∥Un,nỹn−1,N − Un−1,nỹn−1,N∥

≤ M̂

n−1∏
i=1

λi,

where supn≥1{∥Un+1,n+1ỹn,N∥ + ∥Un,n+1ỹn,N∥} ≤ M̂ for some M̂ > 0. Moreover,
it is easy to see that

∥ỹn,N − ỹn−1,N∥ ≤ ∥(yn,N − νnAyn,N )− (yn−1,N − νn−1Ayn−1,N )∥
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≤ ∥(yn,N − νnAyn,N )− (yn−1,N − νnAyn−1,N )∥
+|νn−1 − νn|∥Ayn−1,N∥(3.8)

≤ ∥yn,N − yn−1,N∥+ |νn−1 − νn|∥Ayn−1,N∥,
and similarly,

(3.9) ∥ỹn − ỹn−1∥ ≤ ∥yn − yn−1∥+ |νn−1 − νn|∥Ayn−1∥.
Combining (3.6)-(3.8), we get from {λn} ⊂ (0, b] ⊂ (0, 1)

∥yn − yn−1∥ ≤ ∥I − αnµV ∥∥Wnỹn,N −Wn−1ỹn−1,N∥
+ |αn − αn−1|∥γf(yn−1,N )− µVWn−1ỹn−1,N∥
+ αnγ∥f(yn,N )− f(yn−1,N )∥

≤ (1− αnµγ)(∥Wnỹn,N −Wnỹn−1,N∥+∥Wnỹn−1,N −Wn−1ỹn−1,N∥)
+ |αn − αn−1|∥γf(yn−1,N )−µVWn−1ỹn−1,N∥+αnγl∥yn,N−yn−1,N∥

≤ (1− αnµγ)
(
∥ỹn,N − ỹn−1,N∥+ M̂

n−1∏
i=1

λi

)
+ |αn−αn−1|∥γf(yn−1,N )−µVWn−1ỹn−1,N∥+αnγl∥yn,N − yn−1,N∥

≤ (1− αnµγ)
(
∥yn,N − yn−1,N∥+ |νn−1 − νn|∥Ayn−1,N∥+ M̂

n−1∏
i=1

λi

)
+ |αn−αn−1|∥γf(yn−1,N )−µVWn−1ỹn−1,N∥+αnγl∥yn,N − yn−1,N∥(3.10)

≤ (1−αn(µγ−γl))∥yn,N−yn−1,N∥+ |νn−1−νn|∥Ayn−1,N∥+ M̂

n−1∏
i=1

λi

+ |αnαn−1|∥γf(yn−1,N )− µVWn−1ỹn−1,N∥
≤ (1− αn(µγ − γl))∥yn,N − yn−1,N∥

+ M̃(|νn−1 − νn|+ |αn − αn−1|+ bn−1),

where supn≥1{∥γf(yn,N ) − µVWnỹn,N∥ + ∥Ayn,N∥ + M̂} ≤ M̃ for some M̃ > 0.
Furthermore, observe that xn+1 = βnyn + (1 − βn)wn and xn = βn−1yn−1 + (1 −
βn−1)wn−1. Simple calculations show that

(3.11) xn+1−xn = (1−βn)(wn−wn−1)+βn(yn−yn−1)+(βn−βn−1)(yn−1−wn−1).

Combining (3.5) and (3.9)-(3.11), we get from {λn} ⊂ (0, b] ⊂ (0, 1)

∥xn+1 − xn∥ ≤ (1− βn)∥wn − wn−1∥+ βn∥yn − yn−1∥
+ |βn − βn−1|∥yn−1 − wn−1∥

≤ (1− βn)[∥ỹn − ỹn−1∥+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣(∥ỹn−1∥

+ ∥T ỹn−1∥)] + βn∥yn − yn−1∥+ |βn − βn−1|∥yn−1 − wn−1∥

≤ (1− βn)
[
∥yn − yn−1∥+ |νn−1 − νn|∥Ayn−1∥

+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣(∥ỹn−1∥+ ∥T ỹn−1∥)
]

(3.12)
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+ βn∥yn − yn−1∥+ |βn − βn−1|∥yn−1 − wn−1∥
≤ ∥yn − yn−1∥+ |νn−1 − νn|∥Ayn−1∥

+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣(∥ỹn−1∥+ ∥T ỹn−1∥)

+ |βn − βn−1|∥yn−1 − wn−1∥
≤ (1− αn(µγ − γl))∥yn,N − yn−1,N∥

+ M̃(|νn−1 − νn|+ |αn − αn−1|+ bn−1) + |νn−1 − νn|∥Ayn−1∥

+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣(∥ỹn−1∥+ ∥T ỹn−1∥)

+ |βn − βn−1|∥yn−1 − wn−1∥
≤ (1− αn(µγ − γl))∥yn,N − yn−1,N∥

+ M̃0[|νn−1 − νn|+ |αn − αn−1|

+ bn−1 + | γn
1− βn

− γn−1

1− βn−1
|+ |βn − βn−1|],

where supn≥1{M̃ + ∥Ayn∥+ ∥ỹn∥+ ∥T ỹn∥+ ∥yn − wn∥} ≤ M̃0 for some M̃0 > 0.
In the meantime, by the definition of yn,i one obtains that, for all i = N, . . . , 2

∥yn,i − yn−1,i∥ ≤ βn,i∥un − un−1∥+ ∥Siun−1 − yn−1,i−1∥|βn,i − βn−1,i|
+(1− βn,i)∥yn,i−1 − yn−1,i−1∥.(3.13)

In the case i = 1, we have

∥yn,1 − yn−1,1∥ ≤ βn,1∥un − un−1∥+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1|
+(1− βn,1)∥un − un−1∥(3.14)

= ∥un − un−1∥+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1|.

Substituting (3.14) in all (3.13)-type one obtains for i = 2, . . . , N

∥yn,i − yn−1,i∥ ≤ ∥un − un−1∥+
i∑

k=2

∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|

+∥S1un−1 − un−1∥|βn,1 − βn−1,1|.

This together with (3.12) implies that

∥xn+1 − xn∥ ≤ (1− αn(µγ − γl))∥yn,N − yn−1,N∥+ M̃0

[
|νn − νn−1|

+ |αn − αn−1|+ bn−1 +
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣+ |βn − βn−1|
]

≤ (1− αn(µγ − γl))
[
∥un − un−1∥+

N∑
k=2

(∥Skun−1 − yn−1,k−1∥

× |βn,k − βn−1,k|) + ∥S1un−1 − un−1∥|βn,1 − βn−1,1|
]

+ M̃0

[
|νn − νn−1|+ |αn − αn−1|+ bn−1
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+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣+ |βn − βn−1|
]

(3.15)

≤ (1− αn(µγ − γl))∥un − un−1∥+
N∑
k=2

(∥Skun−1 − yn−1,k−1

× |βn,k − βn−1,k|) + ∥S1un−1 − un−1∥|βn,1 − βn−1,1|

+ M̃0

[
|νn − νn−1|+ |αn − αn−1|

+ |βn − βn−1|+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣+ bn−1
]
.

By Lemma 2.17, we know that

(3.16) ∥un − un−1∥ ≤ ∥xn − xn−1∥+ L
∣∣∣1− rn−1

rn

∣∣∣,
where L = supn≥1 ∥un − xn∥. So, substituting (3.16) in (3.15) we obtain

∥xn+1 − xn∥ ≤
(
1− αn(µγ − γl))(∥xn − xn−1∥+ L

∣∣∣1− rn−1

rn
|
)

+

N∑
k=2

∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|

+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1|+ M̃0

[
|νn − νn−1|

+ |αn − αn−1|+ |βn − βn−1|+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣+ bn−1
]

≤ (1− αn(µγ − γl))∥xn − xn−1∥+ L
∣∣∣1− rn−1

rn

∣∣∣
+

N∑
k=2

∥Skun−1 − yn−1,k−1∥|βn,k − βn−1,k|

+ ∥S1un−1 − un−1∥|βn,1 − βn−1,1∥+ M̃0

[
|νn − νn−1|

+ |αn − αn−1|+ |βn − βn−1|+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣]+ M̃0b
n−1(3.17)

≤ (1− αn(µγ − γl))∥xn − xn−1∥+ M̃1

[ |rn − rn−1|
rn

+

N∑
k=2

|βn,k − βn−1,k|+ |βn,1 − βn−1,1|+ |νn − νn−1|

+ |αn − αn−1|+ |βn − βn−1

∣∣∣+ ∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣]+ M̃1b
n−1

≤ (1− αn(µγ − γl))∥xn − xn−1∥+ M̃1

[ |rn − rn−1|
γ

+

N∑
k=1

|βn,k − βn−1,k|+ |νn − νn−1|+ |αn − αn−1|
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+ |βn − βn−1|+
∣∣∣ γn
1− βn

− γn−1

1− βn−1

∣∣∣]+ M̃1b
n−1,

where γ > 0 is a minorant for {rn} and supn≥1{L+ M̃0 +
∑N

k=2 ∥Skun − yn,k−1∥+
∥S1un − un∥} ≤ M̃1 for some M̃1 > 0. By hypotheses (H0)-(H6) and Lemma 2.15,
we obtain the claim. □

Proposition 3.3. Let us suppose that Ω ̸= ∅. Let us suppose that {xn} is asymp-
totically regular. Then ∥xn − un∥ = ∥xn − Trnxn∥ → 0 as n → ∞.

Proof. Take a fixed p ∈ Ω arbitrarily. We recall that, by the firm nonexpansivity of
Trn , a standard calculation (see [26]) shows that for p ∈ GMEP(Θ , h)

(3.18) ∥un − p∥2 ≤ ∥xn − p∥2 − ∥xn − un∥2.
Utilizing Lemmas 2.6 and 2.7 (b), we obtain from 0 ≤ γl < µγ, (3.1), (3.2) and
(3.18) that

∥yn − p∥2 = ∥αnγ(f(yn,N )− f(p)) + (I − αnµV )(Wnỹn,N − p)

+ αn(γf − µV )p∥2

≤ ∥αnγ(f(yn,N )− f(p)) + (I − αnµV )(Wnỹn,N − p)∥2

+ 2αn⟨(γf − µV )p, yn − p⟩
≤ [αnγ∥f(yn,N )− f(p)∥+ ∥I − αnµV ∥∥Wnỹn,N − p∥]2

+ 2αn⟨(γf − µV )p, yn − p⟩
≤ [αnγl∥yn,N − p∥+ (1− αnµγ)∥ỹn,N − p∥]2

+ 2αn⟨(γf − µV )p, yn − p⟩

= [αnµγ
γl

µγ
∥yn,N − p∥+ (1− αnµγ)∥ỹn,N − p∥]2

+ 2αn⟨(γf − µV )p, yn − p⟩(3.19)

≤ αnµγ
(γl)2

(µγ)2
∥yn,N − p∥2 + (1− αnµγ)∥ỹn,N − p∥2

+ 2αn⟨(γf − µV )p, yn − p⟩
≤ αnµγ∥yn,N − p∥2 + ∥ỹn,N − p∥2 + 2αn⟨(γf − µV )p, yn − p⟩
≤ αnµγ∥yn,N − p∥2 + ∥yn,N − p∥2 + νn(νn − 2α)∥Ayn,N −Ap∥2

+ 2αn⟨(γf − µV )p, yn − p⟩
≤ αnµγ∥yn,N − p∥2 + ∥un − p∥2 + νn(νn − 2α)∥Ayn,N −Ap∥2

+ 2αn⟨(γf − µV )p, yn − p⟩
≤ αnµγ∥yn,N − p∥2 + ∥xn − p∥2 − ∥xn − un∥2

+ νn(νn − 2α)∥Ayn,N −Ap∥2 + 2αn∥(γf − µV )p∥∥yn − p∥.

Since (γn+ δn)ξ ≤ γn for all n ≥ 1, utilizing Proposition 2.5 we have from (3.1) and
(3.19) that

∥xn+1 − p∥2 = ∥βn(yn − p) + γn(ỹn − p) + δn(T ỹn − p)∥2
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=
∥∥∥βn(yn − p) + (γn + δn)

1

γn + δn
[γn(ỹn − p) + δn(T ỹn − p)]

∥∥∥2
≤ βn∥yn − p∥2 + (γn + δn)

∥∥∥ 1

γn + δn
[γn(ỹn − p) + δn(T ỹn − p)]

∥∥∥2
≤ βn∥yn − p∥2 + (γn + δn)∥ỹn − p∥2

= βn∥yn − p∥2 + (1− βn)∥ỹn − p∥2

≤ βn∥yn − p∥2 + (1− βn)[∥yn − p∥2 + νn(νn − 2α)∥Ayn −Ap∥2](3.20)

= ∥yn − p∥2 + (1− βn)νn(νn − 2α)∥Ayn −Ap∥2

≤ αnµγ∥yn,N − p∥2 + ∥xn − p∥2 − ∥xn − un∥2

+ νn(νn − 2α)∥Ayn,N −Ap∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
+ (1− βn)νn(νn − 2α)∥Ayn −Ap∥2.

So, we deduce that

∥xn − un∥2 + νn(2α− νn)∥Ayn,N −Ap∥2

+ (1− βn)νn(2α− νn)∥Ayn −Ap∥2

≤ ∥xn − p∥2 − ∥xn+1 − p∥2 + αnµγ∥yn,N − p∥2

+ 2αn∥(γf − µV )p∥∥yn − p∥
≤ ∥xn − xn+1∥(∥xn − p∥+ ∥xn+1 − p∥)
+ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥.

By Propositions 3.1 and 3.2 we know that the sequences {xn}, {yn} and {yn,N} are
bounded, and that {xn} is asymptotically regular. Therefore, from αn → 0, {βn} ⊂
[c, d] ⊂ (0, 1) and 0 < lim infn→∞ νn ≤ lim supn→∞ νn < 2α, we obtain that

(3.21) lim
n→∞

∥xn − un∥ = lim
n→∞

∥Ayn,N −Ap∥ = lim
n→∞

∥Ayn −Ap∥ = 0.

□

Remark 3.4. By the last proposition we have ωw(xn) = ωw(un) and ωs(xn) =
ωs(un), i.e., the sets of strong/weak cluster points of {xn} and {un} coincide.

Of course, if βn,i → βi ̸= 0 as n → ∞, for all indices i, the assumptions of
Proposition 3.2 are enough to assure that

lim
n→∞

∥xn+1 − xn∥
βn,i

= 0, ∀i ∈ {1, . . . , N}.

In the next proposition, we examine the case in which at least one sequence {βn,k0}
is a null sequence.

Proposition 3.5. Let us suppose that Ω ̸= ∅. Let us suppose that (H0) holds.
Moreover, for an index k0 ∈ {1, . . . , N}, limn→∞ βn,k0 = 0 and the following hold:

(H7) for each i ∈ {1, . . . , N},

lim
n→∞

|βn,i − βn−1,i|
αnβn,k0

= lim
n→∞

|αn − αn−1|
αnβn,k0

= lim
n→∞

|βn − βn−1|
αnβn,k0

= lim
n→∞

|rn − rn−1|
αnβn,k0
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= lim
n→∞

1

αnβn,k0
| γn
1− βn

− γn−1

1− βn−1
| = lim

n→∞

bn

αnβn,k0

= lim
n→∞

|νn − νn−1|
αnβn,k0

= 0;

(H8) there exists a constant τ > 0 such that 1
αn

| 1
βn,k0

− 1
βn−1,k0

| < τ for all n ≥ 1.

Then

lim
n→∞

∥xn+1 − xn∥
βn,k0

= 0.

Proof. We start by (3.17). Dividing both the terms by βn,k0 we have

∥xn+1 − xn∥
βn,k0

≤ (1− αn(µγ − γl))
∥xn − xn−1∥

βn,k0

+ M̃1

[
|rn − rn−1|

γβn,k0
+

N∑
k=1

|βn,k − βn−1,k|

βn,k0
(3.22)

+
|νn − νn−1|

βn,k0
+

|αn − αn−1|
βn,k0

+
|βn − βn−1|

βn,k0

+
| γn
1−βn

− γn−1

1−βn−1
|

βn,k0
+

bn−1

βn,k0

]
.

So, by (H8) we have

∥xn+1 − xn∥
βn,k0

≤ (1− αn(µγ − γl))
∥xn − xn−1∥

βn−1,k0

+ (1− αn(µγ − γl))∥xn − xn−1∥×

× | 1

βn,k0
− 1

βn−1,k0

|+ M̃1

[
|rn − rn−1|

γβn,k0
+

N∑
k=1

|βn,k − βn−1,k|

βn,k0

+
|νn − νn−1|

βn,k0
+

|αn − αn−1|
βn,k0

+
|βn − βn−1|

βn,k0

+
| γn
1−βn

− γn−1

1−βn−1
|

βn,k0
+

bn−1

βn,k0

]

≤ (1− αn(µγ − γl))
∥xn − xn−1∥

βn−1,k0

+ ∥xn − xn−1∥
∣∣∣ 1

βn,k0
− 1

βn−1,k0

∣∣∣

+ M̃1

[
|rn − rn−1|

γβn,k0
+

N∑
k=1

|βn,k − βn−1,k|

βn,k0
+

|νn − νn−1|
βn,k0

+
|αn − αn−1|

βn,k0
+

|βn − βn−1|
βn,k0

+
| γn
1−βn

− γn−1

1−βn−1
|

βn,k0
+

bn−1

βn,k0

]



1276 L.-C. CENG, Y.-C. LIOU, AND M. M. WONG

≤ (1− αn(µγ − γl))
∥xn − xn−1∥

βn−1,k0

+ αnτ∥xn − xn−1∥

+ M̃1

[
|rn − rn−1|

γβn,k0
+

N∑
k=1

|βn,k − βn−1,k|

βn,k0
+

|νn − νn−1|
βn,k0

+
|αn − αn−1|

βn,k0
+

|βn − βn−1|
βn,k0

+
| γn
1−βn

− γn−1

1−βn−1
|

βn,k0
+

bn−1

βn,k0

]

= (1− αn(µγ − γl))
∥xn − xn−1∥

βn−1,k0

+ αn(µγ − γl)×

× 1

µγ − γl

{
τ∥xn − xn−1∥+ M̃1

[
|rn − rn−1|
γαnβn,k0

+

N∑
k=1

|βn,k − βn−1,k|

αnβn,k0
+

|νn − νn−1|
αnβn,k0

+
|αn − αn−1|
αnβn,k0

+
|βn − βn−1|
αnβn,k0

+
| γn
1−βn

− γn−1

1−βn−1
|

αnβn,k0
+

bn−1

αnβn,k0

]}
.

Therefore, utilizing Lemma 2.15, from (H0), (H7) and the asymptotical regularity
of {xn} (due to Proposition 3.2), we deduce that

lim
n→∞

∥xn+1 − xn∥
βn,k0

= 0.

□
Proposition 3.6. Let us suppose that Ω ̸= ∅. Let us suppose that (H0)-(H6) hold.
Then, ∥ỹn,N − yn,N∥ → 0 and ∥ỹn − yn∥ → 0 as n → ∞.

Proof. Let p ∈ Ω . Taking into account the firm nonexpansivity of PC , we have

∥ỹn,N − p∥2 = ∥PC(yn,N − νnAyn,N )− PC(p− νnAp)∥2

≤ ⟨(yn,N − νnAyn,N )− (p− νnAp), ỹn,N − p⟩

=
1

2
[∥yn,N − p− νn(Ayn,N −Ap)∥2 + ∥ỹn,N − p∥2

− ∥yn,N − p− νn(Ayn,N −Ap)− (ỹn,N − p)∥2]

≤ 1

2
[∥yn,N − p∥2 + ∥ỹn,N − p∥2 − ∥yn,N − ỹn,N − νn(Ayn,N −Ap)∥2]

=
1

2
[∥yn,N − p∥2 + ∥ỹn,N − p∥2 − ∥yn,N − ỹn,N∥2

+ 2νn⟨yn,N − ỹn,N , Ayn,N −Ap⟩ − ν2n∥Ayn,N −Ap∥2]

≤ 1

2
[∥yn,N − p∥2 + ∥ỹn,N − p∥2 − ∥yn,N − ỹn,N∥2

+ 2νn⟨yn,N − ỹn,N , Ayn,N −Ap⟩],
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which hence leads to

∥ỹn,N − p∥2 ≤ ∥yn,N − p∥2 − ∥yn,N − ỹn,N∥2

+2νn∥yn,N − ỹn,N∥∥Ayn,N −Ap∥.(3.23)

Similarly, we get

(3.24) ∥ỹn − p∥2 ≤ ∥yn − p∥2 − ∥yn − ỹn∥2 + 2νn∥yn − ỹn∥∥Ayn −Ap∥.

So, it follows from (3.2), (3.19)-(3.20) and (3.23)-(3.24) that

∥xn+1 − p∥2 ≤ βn∥yn − p∥2 + (1− βn)∥ỹn − p∥2

≤ βn∥yn − p∥2 + (1− βn)[∥yn − p∥2 − ∥yn − ỹn∥2

+ 2νn∥yn − ỹn∥∥Ayn −Ap∥]
≤ ∥yn − p∥2 − (1− βn)∥yn − ỹn∥2 + 2νn∥yn − ỹn∥∥Ayn −Ap∥
≤ αnµγ∥yn,N − p∥2 + ∥ỹn,N − p∥2 + 2αn⟨(γf − µV )p, yn − p⟩
− (1− βn)∥yn − ỹn∥2 + 2νn∥yn − ỹn∥∥Ayn −Ap∥

≤ αnµγ∥yn,N − p∥2 + ∥yn,N − p∥2 − ∥yn,N − ỹn,N∥2

+ 2νn∥yn,N − ỹn,N∥∥Ayn,N −Ap∥+ 2αn⟨(γf − µV )p, yn − p⟩
− (1− βn)∥yn − ỹn∥2 + 2νn∥yn − ỹn∥∥Ayn −Ap∥

≤ αnµγ∥yn,N − p∥2 + ∥xn − p∥2 − ∥yn,N − ỹn,N∥2

+ 2νn∥yn,N − ỹn,N∥∥Ayn,N −Ap∥+ 2αn∥(γf − µV )p∥∥yn − p∥
− (1− βn)∥yn − ỹn∥2 + 2νn∥yn − ỹn∥∥Ayn −Ap∥,

which together with {βn} ⊂ [c, d] ⊂ (0, 1), implies that

∥yn,N − ỹn,N∥2 + (1− d)∥yn − ỹn∥2 ≤ ∥yn,N − ỹn,N∥2 + (1− βn)∥yn − ỹn∥2

≤ ∥xn − p∥2 − ∥xn+1 − p∥2 + αnµγ∥yn,N − p∥2

+ 2αn∥(γf − µV )p∥∥yn − p∥
+ 2νn∥yn,N − ỹn,N∥∥Ayn,N −Ap∥
+ 2νn∥yn − ỹn∥∥Ayn −Ap∥

≤ ∥xn − xn+1∥(∥xn − p∥+ ∥xn+1 − p∥)
+ αnµγ∥yn,N − p∥2

+ 2αn∥(γf − µV )p∥∥yn − p∥
+ 2νn∥yn,N − ỹn,N∥∥Ayn,N −Ap∥
+ 2νn∥yn − ỹn∥∥Ayn −Ap∥.

As αn → 0, ∥xn+1 − xn∥ → 0 (due to Proposition 3.2), and {xn}, {yn}, {yn,N},
{ỹn,N}, {ỹn} are bounded, we conclude from (3.21) that

(3.25) lim
n→∞

∥yn,N − ỹn,N∥ = lim
n→∞

∥yn − ỹn∥ = 0.

□
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Proposition 3.7. Let us suppose that Ω ̸= ∅. Let us suppose that 0 <
lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for each i = 1, . . . , N . Moreover, suppose
that (H0)-(H6) are satisfied. Then, limn→∞ ∥Siun − un∥ = 0 for each i = 1, . . . , N
provided ∥Tyn − yn∥ → as n → ∞.

Proof. First of all, observe that

xn+1 − xn = βn(yn − xn) + γn(ỹn − xn) + δn(T ỹn − xn)

= βn(yn − xn) + γn(ỹn − yn) + γn(yn − xn) + δn(T ỹn − Tyn)

+ δn(Tyn − yn) + δn(yn − xn)

= yn − xn + γn(ỹn − yn) + δn(T ỹn − Tyn) + δn(Tyn − yn).

In terms of (3.25) and Proposition 3.2 we know that ∥yn − ỹn∥ → 0 and ∥xn+1 −
xn∥ → 0 as n → ∞. Since (γn + δn)ξ ≤ γn for all n ≥ 1, by Propositions 2.5 we
have

∥yn − xn∥ = ∥xn+1 − xn − γn(ỹn − yn)− δn(T ỹn − Tyn)− δn(Tyn − yn)∥
≤ ∥xn+1 − xn∥+ ∥γn(ỹn − yn) + δn(T ỹn − Tyn)∥+ ∥δn(Tyn − yn)∥
≤ ∥xn+1 − xn∥+ (γn + δn)∥ỹn − yn∥+ δn∥Tyn − yn∥
≤ ∥xn+1 − xn∥+ ∥ỹn − yn∥+ ∥Tyn − yn∥,

which together with ∥Tyn − yn∥ → 0, implies that

(3.26) lim
n→∞

∥xn − yn∥ = 0.

Let us show that for each i ∈ {1, . . . , N}, one has ∥Siun − yn,i−1∥ → 0 as n → ∞.
Let p ∈ Ω . When i = N , by Lemma 2.7 (b) we have from (3.2), (3.3) and (3.19)

∥yn − p∥2 ≤ αnµγ∥yn,N − p∥2 + ∥ỹn,N − p∥2 + 2αn⟨(γf − µV )p, yn − p⟩
≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ ∥yn,N − p∥2

= αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ βn,N∥SNun − p∥2

+ (1− βn,N )∥yn,N−1 − p∥2 − βn,N (1− βn,N )∥SNun − yn,N−1∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ βn,N∥un − p∥2

+ (1− βn,N )∥un − p∥2 − βn,N (1− βn,N )∥SNun − yn,N−1∥2

= αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ ∥un − p∥2

− βn,N (1− βn,N )∥SNun − yn,N−1∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ ∥xn − p∥2

− βn,N (1− βn,N )∥SNun − yn,N−1∥2.
So, we have

βn,N (1− βn,N )∥SNun − yn,N−1∥2 ≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
+ ∥xn − p∥2 − ∥yn − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
+ ∥xn − yn∥(∥xn − p∥+ ∥yn − p∥).
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As αn → 0, 0 < lim infn→∞ βn,N ≤ lim supn→∞ βn,N < 1 and limn→∞ ∥xn − yn∥
= 0 (due to (3.26)), it is known that {∥SNun − yn,N−1∥} is a null sequence.

Let i ∈ {1, . . . , N − 1}. Then one has

∥yn − p∥2 ≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ ∥yn,N − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ βn,N∥SNun − p∥2

+ (1− βn,N )∥yn,N−1 − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ βn,N∥xn − p∥2

+ (1− βn,N )∥yn,N−1 − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ βn,N∥xn − p∥2

+ (1− βn,N )[βn,N−1∥SN−1un − p∥2 + (1− βn,N−1)∥yn,N−2 − p∥2]
≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
+ (βn,N + (1− βn,N )βn,N−1)∥xn − p∥2

+

N∏
k=N−1

(1− βn,k)∥yn,N−2 − p∥2,

and so, after (N − i+ 1)-iterations,

∥yn − p∥2 ≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥

+ (βn,N +

N∑
j=i+2

(

N∏
l=j

(1− βn,l))βn,j−1)∥xn − p∥2

+

N∏
k=i+1

(1− βn,k)∥yn,i − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥

+ (βn,N +

N∑
j=i+2

(

N∏
l=j

(1− βn,l))βn,j−1)∥xn − p∥2(3.27)

+

N∏
k=i+1

(1− βn,k)[βn,i∥Siun − p∥2 + (1− βn,i)∥yn,i−1 − p∥2

− βn,i(1− βn,i)∥Siun − yn,i−1∥2]
≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥+ ∥xn − p∥2

− βn,i

N∏
k=i

(1− βn,k)∥Siun − yn,i−1∥2.

Again we obtain that

βn,i

N∏
k=i

(1− βn,k)∥Siun − yn,i−1∥2 ≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
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+ ∥xn − p∥2 − ∥yn − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥
+ ∥xn − yn∥(∥xn − p∥+ ∥yn − p∥).

As αn → 0, 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for each i = 1, . . . , N − 1,
and limn→∞ ∥xn − yn∥ = 0 (due to (3.26)), it is known that

lim
n→∞

∥Siun − yn,i−1∥ = 0.

Obviously for i = 1, we have ∥S1un − un∥ → 0.
To conclude, we have that

∥S2un − un∥ ≤ ∥S2un − yn,1∥+ ∥yn,1 − un∥ = ∥S2un − yn,1∥+ βn,1∥S1un − un∥
from which ∥S2un−un∥ → 0. Thus by induction ∥Siun−un∥ → 0 for all i = 2, . . . , N
since it is enough to observe that

∥Siun − un∥ ≤ ∥Siun − yn,i−1∥+ ∥yn,i−1 − Si−1un∥+ ∥Si−1un − un∥
≤ ∥Siun − yn,i−1∥+ (1− βn,i−1)∥Si−1un − yn,i−2∥

+∥Si−1un − un∥.
□

Remark 3.8. As an example, we consider N = 2 and the sequences:
(a) νn = α− 1

n , ∀n > 1
α ;

(b) αn = 1√
n
, rn = 2− 1

n , ∀n > 1;

(c) βn,1 =
1
2 − 1

n , βn,2 =
1
2 − 1

n2 , ∀n > 2;

(d) βn = 1
2 + 2

n , γn = δn = 1
4 − 1

n , ∀n > 4.
Then they satisfy the hypotheses on the parameter sequences in Proposition 3.7.

Proposition 3.9. Let us suppose that Ω ̸= ∅ and βn,i → βi for all i as n → ∞.
Suppose there exists k ∈ {1, . . . , N} such that βn,k → 0 as n → ∞. Let k0 ∈
{1, . . . , N} the largest index such that βn,k0 → 0 as n → ∞. Suppose that

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).

Moreover, suppose that (H0), (H7) and (H8) hold. Then, limn→∞ ∥Siun − un∥ = 0
for each i = 1, . . . , N provided ∥Tyn − yn∥ → 0 as n → ∞.

Proof. First of all we note that if (H7) holds then also (H1)-(H6) are satisfied. So
{xn} is asymptotically regular.

Let k0 be as in the hypotheses. As in Proposition 3.7, for every index i ∈ {1, ..., N}
such that βn,i → βi ̸= 0 (which leads to 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1),
one has ∥Siun − yn,i−1∥ → 0 as n → ∞.

For all the other indices i ≤ k0, we can prove that ∥Siun−yn,i−1∥ → 0 as n → ∞
in a similar manner. By the relation (due to (3.20) and (3.27))

∥xn+1 − p∥2 ≤ βn∥yn − p∥2 + (1− βn)∥ỹn − p∥2

≤ βn∥yn − p∥2 + (1− βn)∥yn − p∥2
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= ∥yn − p∥2

≤ αnµγ∥yn,N − p∥2 + 2αn∥(γf − µV )p∥∥yn − p∥

+ ∥xn − p∥2 − βn,i

N∏
k=i

(1− βn,k)∥Siun − yn,i−1∥2,

we immediately obtain that

N∏
k=i

(1− βn,k)∥Siun − yn,i−1∥2 ≤
αn

βn,i
[µγ∥yn,N − p∥2 + 2∥(γf − µV )p∥∥yn − p∥]

+
∥xn − xn+1∥

βn,i
(∥xn − p∥+ ∥xn+1 − p∥).

By Proposition 3.5 or by hypothesis (ii) on the sequences, we have

∥xn − xn+1∥
βn,i

=
∥xn − xn+1∥

βn,k0
·
βn,k0
βn,i

→ 0.

So, the conclusion follows. □
Remark 3.10. Let us consider N = 3 and the following sequences:

(a) νn = α− 1
n2 , ∀n > 1

α1/2 ;

(b) αn = 1
n1/2 , rn = 2− 1

n2 , ∀n > 1;

(c) βn = 1
2 + 2

n2 , γn = δn = 1
4 − 1

n2 , ∀n > 2;

(d) βn,1 =
1

n1/4 , βn,2 =
1
2 − 1

n2 , βn,3 =
1

n1/3 , ∀n > 1.

It is easy to see that all hypotheses (i)-(iii), (H0), (H7) and (H8) of Proposition 3.9
are satisfied.

Remark 3.11. Under the hypotheses of Proposition 3.9, analogously to Proposition
3.7, one can see that

lim
n→∞

∥Siun − yn,i−1∥ = 0, ∀i ∈ {2, . . . , N}.

Corollary 3.12. Let us suppose that the hypotheses of either Proposition 3.7 or
Proposition 3.9 are satisfied. Then ωw(xn) = ωw(un) = ωw(yn,1), ωs(xn) = ωs(un) =
ωs(yn,1) and ωw(xn) ⊂ Ω.

Proof. By Remark 3.4, we have ωw(xn) = ωw(un) and ωs(xn) = ωs(un). Note that
by Remark 3.11,

lim
n→∞

∥SNun − yn,N−1∥ = 0.

In the meantime, it is known that

lim
n→∞

∥SNun − un∥ = lim
n→∞

∥un − xn∥ = lim
n→∞

∥xn − yn∥ = 0.

Hence we have

(3.28) limn→∞ ∥SNun − yn∥ = 0.

Furthermore, it follows from (3.1) that

lim
n→∞

∥yn,N − yn,N−1∥ = lim
n→∞

βn,N∥SNun − yn,N−1∥ = 0,
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which together with limn→∞ ∥SNun − yn,N−1∥ = 0, yields

(3.29) limn→∞ ∥SNun − yn,N∥ = 0.

Combining (3.28) and (3.29), we conclude that

(3.30) limn→∞ ∥yn − yn,N∥ = 0,

which together with limn→∞ ∥xn − yn∥ = 0, leads to

(3.31) limn→∞ ∥xn − yn,N∥ = 0.

Now we observe that

∥xn − yn,1∥ ≤ ∥xn − un∥+ ∥yn,1 − un∥ = ∥xn − un∥+ βn,1∥S1un − un∥.

By Propositions 3.3 and 3.7, ∥xn − un∥ → 0 and ∥S1un − un∥ → 0 as n → ∞, and
hence

lim
n→∞

∥xn − yn,1∥ = 0.

So we get ωw(xn) = ωw(yn,1) and ωs(xn) = ωs(yn,1).
In addition, it is easy to see from (3.1) and αn → 0 that

(3.32) limn→∞ ∥yn −Wnỹn,N∥ = limn→∞ αn∥γf(yn,N )− µVWnỹn,N∥ = 0.

Since

∥yn,N −Wnyn,N∥ ≤ ∥yn,N − yn∥+ ∥yn −Wnỹn,N∥+ ∥Wnỹn,N −Wnyn,N∥
≤ ∥yn,N − yn∥+ ∥yn −Wnỹn,N∥+ ∥ỹn,N − yn,N∥,

from (3.25), (3.30) and (3.32), it follows that

(3.33) limn→∞ ∥yn,N −Wnyn,N∥ = 0.

Taking into account that ∥yn,N −Wyn,N∥ ≤ ∥yn,N −Wnyn,N∥+∥Wnyn,N −Wyn,N∥,
from Remark 2.10 and the boundedness of {yn,N} we immediately get

(3.34) limn→∞ ∥yn,N −Wyn,N∥ = 0.

Next, let us show that ωw(xn) ⊂ Ω . Indeed, let p ∈ ωw(xn). Then there exists
a subsequence {xni} of {xn} such that xni ⇀ p. Since p ∈ ωw(un), by Proposition
3.7 and Lemma 2.12 (demiclosedness principle), we have p ∈ Fix(Si) for each i =
1, . . . , N , i.e., p ∈ ∩N

i=1Fix(Si). Taking into account p ∈∈ ωw(yn,N ) (due to (3.31))
and ∥yn,N−Wyn,N∥ → 0 (due to (3.34)), by Lemma 2.12 (demiclosedness principle)
we know that p ∈ Fix(W ) = ∩∞

n=1Fix(Tn) (due to Lemma 2.11). Also, since p ∈
ωw(yn) (due to ∥xn − yn∥ → 0), in terms of ∥Tyn − yn∥ → 0 and Proposition 2.4,
we get p ∈ Fix(T ). Moreover, by Lemma 2.18 and Proposition 3.3 we know that
p ∈ GMEP(Θ , h). Furthermore, we prove that p ∈ VI(C,A). As a matter of fact,
since p ∈ ωw(yn,N ) (due to (3.31)), there exists a subsequence {yni,N} of {yn,N}
such that yni,N ⇀ p. So, from (3.25) we know that ỹni,N ⇀ p. Let

T̃ v =

{
Av +NCv, v ∈ C,
∅, v ̸∈ C.

Let (v, u) ∈ G(T̃ ). Since u−Av ∈ NCv and ỹn,N ∈ C, we have

⟨v − ỹn,N , u−Av⟩ ≥ 0.
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On the other hand, from ỹn,N = PC(yn,N − νnAyn,N ) and v ∈ C, we have

⟨v − ỹn,N , ỹn,N − (yn,N − νnAyn,N )⟩ ≥ 0,

and hence

⟨v − ỹn,N ,
ỹn,N − yn,N

νn
+Ayn,N ⟩ ≥ 0.

Therefore we have

⟨v − ỹni,N , u⟩ ≥ ⟨v − ỹni,N , Av⟩

≥ ⟨v − ỹni,N , Av⟩ −
⟨
v − ỹni,N ,

ỹni,N − yni,N

νni

+Ayni,N

⟩
= ⟨v − ỹni,N , Av −Aỹni,N ⟩+ ⟨v − ỹni,N , Aỹni,N −Ayni,N ⟩

−
⟨
v − yni,N ,

ỹni,N − yni,N

νni

⟩
≥ ⟨v − ỹni,N , Aỹni,N −Ayni,N ⟩ −

⟨
v − ỹni,N ,

ỹni,N − yni,N

νni

⟩
.

From (3.25) and since A is Lipschitz continuous, we get limn→∞ ∥Aỹn.N −Ayn,N∥ =
0. From ỹni,N ⇀ p, 0 < lim infn→∞ νn ≤ lim supn→∞ νn < 2α and (3.25), we have

⟨v − p, u⟩ ≥ 0.

Since T̃ is maximal monotone, we have p ∈ T̃−10 and hence p ∈ VI(C,A). Conse-
quently, it is known that p ∈ ∩∞

n=1Fix(Tn)∩∩N
i=1Fix(Si)∩GMEP(Θ , h)∩VI(C,A)∩

Fix(T ) =: Ω .

Theorem 3.13. Let us suppose that Ω ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be se-
quences in (0, 1) such that 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for each index
i. Moreover, let us suppose that (H0)-(H6) hold. Then the sequences {xn}, {yn} and
{un}, defined by scheme (3.1), all converge strongly to x∗ = PΩ (I − (µV − γf))x∗

if and only if ∥yn − Tyn∥ → 0 as n → ∞, where x∗ = PΩ(I − (µV − γf))x∗ is the
unique solution of the VIP

(3.35) ⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

(3.36) minx∈Ω
µ
2 ⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

Proof. First of all, we note that V is a γ-strongly positive bounded linear operator
on H and f : H → H is an l-Lipschitz continuous mapping with 0 ≤ γl < µγ. It is
clear that

⟨(µV − γf)x− (µV − γf)y, x− y⟩ ≥ (µγ − γl)∥x− y∥2, ∀x, y ∈ H.

Hence we deduce that µV − γf is (µγ − γl)-strongly monotone. In the meantime,
it is easy to see that µV − γf is (µ∥V ∥ + γl)-Lipschitz continuous with constant
µ∥V ∥ + γl > 0. Thus, there exists a unique solution x∗ in Ω to the VIP (3.35).
Equivalently, x∗ is the unique solution of the minimization problem (3.36).



1284 L.-C. CENG, Y.-C. LIOU, AND M. M. WONG

Now, observe that there exists a subsequence {xni} of {xn} such that

(3.37) lim sup
n→∞

⟨(γf − µV )x∗, xn − x∗⟩ = lim
i→∞

⟨(γf − µV )x∗, xni − x∗⟩.

Since {xni} is bounded, there exists a subsequence {xnij
} of {xni} which converges

weakly to some p ∈ H. Without loss of generality, we may assume that xni ⇀ p.
Then by Corollary 3.12, we get p ∈ ωw(xn) ⊂ Ω . Hence, from (3.35) and (3.37),
we have

(3.38) lim sup
n→∞

⟨(γf − µV )x∗, xn − x∗⟩ = ⟨(γf − µV )x∗, p− x∗⟩ ≤ 0.

Since (H1)-(H6) hold, the sequence {xn} is asymptotically regular (according to
Proposition 3.2). In terms of (3.21) and (3.26), ∥xn − un∥ → 0 and ∥xn − yn∥ → 0
as n → ∞.

Let us show that ∥xn − x∗∥ → 0 as n → ∞. Indeed, putting p = x∗, we deduce
from (3.3), (3.19) and (3.20) that

∥xn+1 − x∗∥2 ≤ βn∥yn − x∗∥2 + (1− βn)∥ỹn − x∗∥2

≤ βn∥yn − x∗∥2 + (1− βn)∥yn − x∗∥2 = ∥yn − x∗∥2

≤ αnµγ
(γl)2

(µγ)2
∥yn,N − x∗∥2 + (1− αnµγ)∥ỹn,N − x∗∥2

+ 2αn⟨(γf − µV )x∗, yn − x∗⟩(3.39)

≤ αn
(γl)2

µγ
∥xn − x∗∥2 + (1− αnµγ)∥xn − x∗∥2

+ 2αn⟨(γf − µV )x∗, yn − x∗⟩

=
(
1− αn

(µγ)2 − (γl)2

µγ

)
∥xn − x∗∥2

+ αn
(µγ)2 − (γl)2

µγ

2µγ

(µγ)2 − (γl)2
⟨(γf − µV )x∗, yn − x∗⟩.

Since
∑∞

n=1 αn = ∞ and ∥xn − yn∥ → 0, we obtain that
∑∞

n=1 αn
(µγ)2−(γl)2

µγ = ∞
and

lim sup
n→∞

2µγ

(µγ)2 − (γl)2
⟨(γf − µV )x∗, yn − x∗⟩

= lim sup
n→∞

2µγ

(µγ)2 − (γl)2
(⟨(γf − µV )x∗, xn − x∗⟩+ ⟨(γf − µV )x∗, yn − xn⟩)

= lim sup
n→∞

2µγ

(µγ)2 − (γl)2
⟨(γf − µV )x∗, xn − x∗⟩ ≤ 0.

(due to (3.38)). Applying Lemma 2.15 to (3.39), we infer that the sequence {xn}
converges strongly to x∗. This completes the proof. □

In a similar way, we can conclude another theorem as follows.

Theorem 3.14. Let us suppose that Ω ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be
sequences in (0, 1) such that βn,i → βi for each index i as n → ∞. Suppose that
there exists k ∈ {1, . . . , N} for which βn,k → 0 as n → ∞. Let k0 ∈ {1, . . . , N} the
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largest index for which βn,k0 → 0. Moreover, let us suppose that (H0), (H7) and
(H8) hold and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → βi then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).

Then the sequences {xn}, {yn} and {un} defined by scheme (3.1) all converge strongly
to x∗ = PΩ (I − (µV − γf))x∗ if and only if ∥yn − Tyn∥ → 0 as n → ∞, where
x∗ = PΩ (I − (µV − γf))x∗ is the unique solution of the VIP

⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

µ

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

Remark 3.15. According to the above argument process for Theorems 3.13 and
3.14, we can readily see that if in scheme (3.1), the iterative step yn = αnγf(yn,N )+
(I−αnµV )WnPC(yn,N −νnAyn,N ) is replaced by the iterative one yn = αnγf(xn)+
(I − αnµV )WnPC(yn,N − νnAyn,N ), then Theorems 3.13 and 3.14 remain valid.

Remark 3.16. Theorems 3.13 and 3.14 improve, extend, supplement and develop
[17, Theorems 3.1 and 3.2] and [40, Theorems 3.12 and 3.13] in the following aspects.

(i) The multi-step iterative scheme (3.1) in [17] is extended to develop our Mann-
type viscosity iterative scheme (3.1) by virtue of W -mapping approach to com-
mon fixed points of infinitely many nonexpansive mappings, and strongly positive
bounded linear operator approach. The iterative scheme (3.1) is based on com-
posite viscosity approximation method [31], Mann’s iterative method, W -mapping
approach to common fixed points of infinitely many nonexpansive mappings, and
strongly positive bounded linear operator approach.

(ii) The argument techniques in our Theorems 3.13 and 3.14 are very different
from those techniques in [17, Theorems 3.1 and 3.2] and [40, Theorems 3.12 and 3.13]
because we make use of the properties of strict pseudocontractions (see Propositions
2.4 and 2.5), the ones of W -mappings (see Remarks 2.9 and 2.10 and Lemmas 2.8
and 2.11), the ones of the resolvent operator associated with Θ and h (see Lemmas

2.16-2.18), the inclusion problem 0 ∈ T̃ x∗ (⇔ x∗ ∈ VI(C,A)) (see (2.2)), the
ones of strongly positive boundedness linear operators (see Lemma 2.14), and the
convergence criteria for nonnegative real sequences (see Lemma 2.15).

(iii) The problem of finding an element of ∩∞
n=1Fix(Tn) ∩ ∩N

i=1Fix(Si)∩
GMEP(Θ , h) ∩ VI(C,A) ∩ Fix(T ) (where T is a strict pseudocontraction) in our
Theorems 3.13 and 3.14 is more general and more subtle than the one of finding
an element of Fix(T )∩∩N

i=1Fix(Si)∩GMEP(Θ , h) in [40, Theorems 3.12 and 3.13]
(where T is a nonexpansive mapping) and the one of finding an element of Fix(T )∩
∩N
i=1Fix(Si) ∩GMEP(Θ , h) ∩VI(C,A) in [17, Theorems 3.1 and 3.2] (where T is a

nonexpansive mapping).
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(iv) Our Theorems 3.13 and 3.14 generalizes [17, Theorems 3.1 and 3.2] and [40,
Theorems 3.12 and 3.13] from the nonexpansive mapping T to the strict pseudocon-
traction T and from the nonexpansive mapping T to infinitely many nonexpansive
mappings {Tn}∞n=1. In the meantime, these theorems extend not only [40, Theorems
3.12 and 3.13] to the setting of VIP (1.1), hierarchical minimization (3.36) and in-
finitely many nonexpansive mappings {Tn}∞n=1, but also [17, Theorems 3.1 and 3.2]
to the setting of hierarchical minimization (3.36) and infinitely many nonexpansive
mappings {Tn}∞n=1.

4. Applications

For a given nonlinear mapping A : C → H, we consider the variational inequality
problem (VIP) of finding x ∈ C such that

(4.1) ⟨Ax, y − x⟩ ≥ 0, ∀y ∈ C.

We will indicate with VI(C,A) the set of solutions of the VIP (4.1).
Recall that if u is a point in C, then the following relation holds:

(4.2) u ∈ VI(C,A) ⇔ u = PC(I − λA)u, ∀λ > 0.

An operator A : C → H is said to be an α-inverse strongly monotone operator if
there exists a constant α > 0 such that

⟨Ax−Ay, x− y⟩ ≥ α∥Ax−Ay∥2, ∀x, y ∈ C.

As an example, we recall that the α-inverse strongly monotone operators are
firmly nonexpansive mappings if α ≥ 1 and that every α-inverse strongly monotone
operator is also 1

α -Lipschitz continuous (see [49]).
Let us observe also that, if A is α-inverse strongly monotone, the mappings

PC(I − λA) are nonexpansive for all λ ∈ (0, 2α] since they are compositions of
nonexpansive mappings (see p. 419 in [49]).

Let us consider S̃1, . . . , S̃M a finite number of nonexpansive self-mappings on C
and A1, . . . , AN be a finite number of α-inverse strongly monotone operators. Let
T : H → H be a ξ-strict pseudocontraction on H with fixed points. Let us consider
the following mixed problem of finding x∗ ∈ ∩∞

n=1Fix(Tn)∩GMEP(Θ , h)∩VI(C,A)∩
Fix(T ) such that

(4.3)



⟨(I − S̃1)x
∗, y − x∗⟩ ≥ 0,

∀y ∈ ∩∞
n=1Fix(Tn) ∩GMEP(Θ , h) ∩VI(C,A) ∩ Fix(T ),

⟨(I − S̃2)x
∗, y − x∗⟩ ≥ 0,

∀y ∈ ∩∞
n=1Fix(Tn) ∩GMEP(Θ , h) ∩VI(C,A) ∩ Fix(T ),

· · ·
⟨(I − S̃M )x∗, y − x∗⟩ ≥ 0,
∀y ∈ ∩∞

n=1Fix(Tn) ∩GMEP(Θ , h) ∩VI(C,A) ∩ Fix(T ),
⟨A1x

∗, y − x∗⟩ ≥ 0, ∀y ∈ C,
⟨A2x

∗, y − x∗⟩ ≥ 0, ∀y ∈ C,
· · ·
⟨ANx∗, y − x∗⟩ ≥ 0, ∀y ∈ C.

Let us call (SVI) the set of solutions of the (M + N)-system. This problem
is equivalent to finding a common fixed point of T, {PC(I − λAi)}Ni=1 and
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{P∩∞
n=1Fix(Tn)∩GMEP(Θ ,h)∩VI(C,A)∩Fix(T )S̃i}Mi=1. So we claim that the following holds.

Theorem 4.1. Let us suppose that Ω = ∩∞
n=1Fix(Tn) ∩ (SVI) ∩ GMEP(Θ , h) ∩

VI(C,A)∩Fix(T ) ̸= ∅. Fix λ > 0. Let {αn}, {βn,i}, i = 1, . . . , (M+N), be sequences
in (0, 1) such that 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for all indices i.
Moreover, let us suppose that (H0)-(H6) hold. Then the sequences {xn}, {yn} and
{un} explicitly defined by scheme

(4.4)



Θ(un, y) + h(un, y) +
1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1P∩∞
n=1Fix(Tn)∩GMEP(Θ ,h)∩VI(C,A)∩Fix(T )S̃1un

+(1− βn,1)un,

yn,i = βn,iP∩∞
n=1Fix(Tn)∩GMEP(Θ ,h)∩VI(C,A)∩Fix(T )S̃iun

+(1− βn,i)yn,i−1, (i = 2, . . . ,M)
yn,M+j = βn,M+jPC(I − λAj)un + (1− βn,M+j)yn,M+j−1,

(j = 1, . . . , N)
yn = αnγf(yn,M+N ) + (I − αnµV )WnPC(yn,M+N − νnAyn,M+N ),
xn+1 = βnyn + γnPC(yn − νnAyn) + δnTPC(yn − νnAyn),

all converge strongly to x∗ = PΩ (I − (µV − γf))x∗ if and only if ∥yn − Tyn∥ → 0
as n → ∞, where x∗ = PΩ (I − (µV − γf))x∗ is the unique solution of the VIP

⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

µ

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

Theorem 4.2. Let us suppose that Ω ̸= ∅. Fix λ > 0. Let {αn}, {βn,i}, i =
1, . . . , (M + N), be sequences in (0, 1) and βn,i → βi for all i as n → ∞. Suppose
that there exists k ∈ {1, . . . ,M + N} such that βn,k → 0 as n → ∞. Let k0 ∈
{1, . . . ,M +N} be the largest index for which βn,k0 → 0. Moreover, let us suppose
that (H0), (H7) and (H8) hold and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).

Then the sequences {xn}, {yn} and {un} explicitly defined by scheme (4.4) all con-
verge strongly to x∗ = PΩ (I−(µV −γf))x∗ if and only if ∥yn−Tyn∥ → 0 as n → ∞,
where x∗ = PΩ (I − (µV − γf))x∗ is the unique solution of the VIP

⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

µ

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

Remark 4.3. If in system (4.3), A = A1 = · · · = AN = 0, Tn ≡ I, ∀n ≥ 1, and T
is a nonexpansive mapping, we obtain a system of hierarchical fixed point problems
introduced by Mainge and Moudafi [38,39].
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On the other hand, if S : C → C is a κ-strictly pseudocontractive mapping, that
is, there exists a constant κ ∈ [0, 1) such that

∥Sx− Sy∥2 ≤ ∥x− y∥2 + κ∥(I − S)x− (I − S)y∥2, ∀x, y ∈ C,

then A = I − S is 1−κ
2 -inverse strongly monotone; see [42].

Utilizing Theorems 3.13 and 3.14, we also give two strong convergence theorems
for finding a common element of the solution set GMEP(Θ , h) of GMEP (1.5)
and the common fixed point set ∩∞

n=1Fix(Tn) ∩ ∩N
i=1Fix(Si) ∩ Fix(S) of a κ-strict

pseudocontraction S : C → C, one finite family of nonexpansive mappings Si : C →
C, i = 1, . . . , N and another infinite family of nonexpansive mappings Tn : C →
C, n = 1, 2, . . . .

Theorem 4.4. Let α = 1−κ
2 . Let us suppose that Ω = ∩∞

n=1Fix(Tn)∩∩N
i=1Fix(Si)∩

Fix(S) ∩ GMEP(Θ , h) ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be sequences in (0, 1)
such that 0 < lim infn→∞ βn,i ≤ lim supn→∞ βn,i < 1 for all indices i. Moreover,
let us suppose that there hold (H0)-(H6) with γn = 0,∀n ≥ 1. Then the sequences
{xn}, {yn} and {un} generated explicitly by

(4.5)


Θ(un, y) + h(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn,1 = βn,1S1un + (1− βn,1)un,
yn,i = βn,iSiun + (1− βn,i)yn,i−1, i = 2, . . . , N,
yn = αnγf(yn,N ) + (I − αnµV )Wn((1− νn)yn,N + νnSyn,N ),
xn+1 = βnyn + (1− βn)((1− νn)yn + νnSyn), ∀n ≥ 1,

all converge strongly to x∗ = PΩ (I − (µV − γf))x∗, which is the unique solution of
the VIP

⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

µ

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .

Proof. In Theorem 3.13, put A = I − S and T ≡ I. Then A is 1−κ
2 -inverse strongly

monotone. Hence we deduce that Fix(S) = VI(C,A), and{
PC(yn,N − νnAyn,N ) = (1− νn)yn,N + νnSyn,N ,
PC(yn − νnAyn) = (1− νn)yn + νnSyn.

Thus, in terms of Theorem 3.13, we obtain the desired result. □
Theorem 4.5. Let α = 1−κ

2 . Let us suppose that Ω = ∩∞
n=1Fix(Tn)∩∩N

i=1Fix(Si)∩
Fix(S) ∩ GMEP(Θ , h) ̸= ∅. Let {αn}, {βn,i}, i = 1, . . . , N , be sequences in (0, 1)
such that βn,i → βi for all i as n → ∞. Suppose that there exists k ∈ {1, . . . , N}
for which βn,k → 0 as n → ∞. Let k0 ∈ {1, . . . , N} be the largest index for which
βn,k0 → 0. Moreover, let us suppose that there hold (H0), (H7) and (H8) with
γn = 0, ∀n ≥ 1 and

(i) αn
βn,k0

→ 0 as n → ∞;

(ii) if i ≤ k0 and βn,i → 0 then
βn,k0
βn,i

→ 0 as n → ∞;

(iii) if βn,i → βi ̸= 0 then βi lies in (0, 1).



APPROXIMATION METHOD FOR GENERAL MIXED EQUILIBRIUM 1289

Then the sequences {xn}, {yn}, and {un} generated explicitly by (4.5), all converge
strongly to x∗ = PΩ (I − (µV − γf))x∗, which is the unique solution of the VIP

⟨(γf − µV )x∗, x− x∗⟩ ≤ 0, ∀x ∈ Ω ,

or, equivalently, the unique solution of the minimization problem

min
x∈Ω

µ

2
⟨V x, x⟩ −Ψ(x),

where Ψ is a potential function for γf .
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