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#### Abstract

This paper develops a projection-based splitting method for solving the structured variational inequality (SVI). The method is a two-stage method which consists of a prediction step and a correction step and which fully exploits the favorable structure of the problem. One important benefit of our method is that the prediction step can be implemented simultaneously and the correction step requires tiny computational cost. Thus, it gains eligibility for solving largescale problems. We prove the global convergence of the new method under some mild assumptions. In addition, we formulate the generalized split equality problem and network resource allocation problem as special cases of the SVI and gainfully employ our new method to these problems.


## 1. Introduction

Let $F(\cdot)$ be a continuous mapping from $\mathbb{R}^{n}$ into itself, and let $\Omega$ be a closed convex subset of $\mathbb{R}^{n}$. The classical variational inequality (VI) can be characterized as finding a vector $\mathbf{x}^{*} \in \Omega$ such that

$$
\begin{equation*}
\left\langle\mathbf{x}-\mathbf{x}^{*}, F\left(\mathbf{x}^{*}\right)\right\rangle \geq 0, \quad \forall \mathbf{x} \in \Omega \tag{1.1a}
\end{equation*}
$$

In this paper, we are concerned with the linearly constrained VIP with separable structure in the sense that the underlying mapping $F(\cdot)$ consists of $m$ individual parts. More specifically, the structured VIP is of the form:

$$
\mathbf{x}:=\left(\begin{array}{c}
x_{1}  \tag{1.1b}\\
x_{2} \\
\vdots \\
x_{m}
\end{array}\right), \quad F(\mathbf{x}):=\left(\begin{array}{c}
f_{1}\left(x_{1}\right) \\
f_{2}\left(x_{2}\right) \\
\vdots \\
f_{m}\left(x_{m}\right)
\end{array}\right)
$$

and the set $\Omega$ is defined by

$$
\begin{equation*}
\Omega:=\left\{\left(x_{1}, x_{2}, \ldots, x_{m}\right) \mid \sum_{i=1}^{m} A_{i} x_{i}=b, x_{i} \in \mathcal{X}_{i}\right\} \tag{1.1c}
\end{equation*}
$$

[^0]Here every $f_{i}(\cdot): \mathcal{X}_{i} \rightarrow \mathbb{R}^{n_{i}}$ is a monotone operator; each $A_{i} \in \mathbb{R}^{l \times n_{i}}$ is a given matrix; $b \in \mathbb{R}^{l}$ is a given vector; each $\mathcal{X}_{i} \subset \mathbb{R}^{n_{i}}$ is a nonempty closed convex set, and $\sum_{i=1}^{m} n_{i}=n$. Throughout, the solution set of (1.1) is assumed to be nonempty. It is well documented in the literature $[3,12,14,36]$ that the variational inequality theory provides a powerful unifying methodology for the study of mathematical programming and equilibrium problems. In past several decades, the variational inequality theory and algorithms have been developed significantly, see the monograph [14]. Recently, many structured optimization problems arising from image processing, statistical learning and transportation can be formulated and studied as VIs, e.g., see [13, 18, 38, 40, 41] for certain applications; meanwhile, algorithms for (1.1) have received considerable attention in the literature; the reader is referred to $[19,21,22,24]$ for special cases where $m \leq 3$ of (1.1).

Among the existing algorithms for solving general VIs, the projection-like methods are the simplest, especially when the projection onto the feasible set can be represented explicitly. However, the mixed set $\Omega$ in (1.1c), which consists of linear constraints and simple convex sets, results in a big difficulty for computing the projection onto $\Omega$, thereby making the traditional projection-like methods, such as the extragradient method [30], harder to be implemented. Indeed, the structured VI (1.1) has some favorable structures that could be utilized. By attaching a Lagrangian multiplier $\lambda \in \mathbb{R}^{l}$ to the linear constraints, the VI (1.1) can be recast as finding a vector $\mathbf{u}^{*} \in \mathcal{U}$ satisfying the property

$$
\begin{equation*}
\left\langle\mathbf{u}-\mathbf{u}^{*}, H\left(\mathbf{u}^{*}\right)\right\rangle \geq 0, \quad \forall \mathbf{u} \in \mathcal{U} \tag{1.2a}
\end{equation*}
$$

where

$$
\mathbf{u}:=\binom{\mathbf{x}}{\lambda}, \quad H(\mathbf{u}):=\left(\begin{array}{c}
f_{1}\left(x_{1}\right)-A_{1}^{\top} \lambda  \tag{1.2b}\\
\vdots \\
f_{m}\left(x_{m}\right)-A_{m}^{\top} \lambda \\
\sum_{i=1}^{m} A_{i} x_{i}-b
\end{array}\right) \quad \text { and } \quad \mathcal{U}:=\prod_{i=1}^{m} \mathcal{X}_{i} \times \mathbb{R}^{l} .
$$

[Note: For the sake of notational simplicity, we shall, throughout the rest of this paper, write $(\mathbf{x}, \lambda)$ for $\mathbf{u}$.] Comparatively speaking, the set $\mathcal{U}$ in (1.2b) is easier than the set $\Omega$ in (1.1c), and some computational benefits may occur in algorithm implementation. In what follows, we will study the VIs in the form (1.2) which is denoted by SVI $(\mathcal{U}, H)$.

When considering a special case of (1.1) with $m=2$, one of the most popular methods is the alternating direction method of multipliers (ADMM) introduced in $[15,16]$, which decomposes the subproblem of augmented lagrangian method (ALM) [25, ?] into two smaller scaled sub-variational inequalities. Specifically, ADMM solves (1.2) via the following procedure:

Given $\left(x_{2}^{k}, \lambda^{k}\right) \in \mathcal{X}_{2} \times \mathbb{R}^{l}$, find a point $x_{1}^{k+1} \in \mathcal{X}_{1}$ such that the following inequality holds for all $x_{1} \in \mathcal{X}_{1}$

$$
\begin{equation*}
\left\langle x_{1}-x_{1}^{k+1}, f_{1}\left(x_{1}^{k+1}\right)-A_{1}^{\top}\left[\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k}-b\right)\right]\right\rangle \geq 0 . \tag{1.3a}
\end{equation*}
$$

With $\left(x_{1}^{k+1}, \lambda^{k}\right)$, then seek a vector $x_{2}^{k+1} \in \mathcal{X}_{2}$ satisfying, for all $x_{2} \in \mathcal{X}_{2}$,

$$
\begin{equation*}
\left\langle x_{2}-x_{2}^{k+1}, f_{2}\left(x_{2}^{k+1}\right)-A_{2}^{\top}\left[\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k+1}-b\right)\right]\right\rangle \geq 0 \tag{1.3b}
\end{equation*}
$$

Finally, update the Lagrangian multiplier $\lambda^{k+1}$ via

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k+1}-b\right) \tag{1.3c}
\end{equation*}
$$

Here, $\beta>0$ is a penalty parameter. Obviously, the ADMM fully exploits the separable structure of (1.1) and updates its iterates in a Gauss-Seidel order. In recent years, the successful applications of ADMM in the areas of signal/image processing and statistical learning have made it received a revived interest, we refer the reader to [4] for a comprehensive review on ADMM. Since ADMM outperforms many classical algorithms, a straightforward extension of ADMM (1.3) to handle multiple-block convex minimization problems attracts much attention. Furthermore, applying this extension to solve (1.2) immediately leads to the following iterative scheme:

Given $\left(x_{1}^{k+1}, \ldots, x_{i-1}^{k+1}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right)$, sequentially find the new iterate $x_{i}^{k+1}$ of the $i$-th variable so that $x_{i}^{k+1}$ is a solution to the VIP:

$$
\begin{equation*}
\left\langle x_{i}^{\prime}-x_{i}, f_{i}\left(x_{i}\right)-A_{i}^{\top}\left[\lambda^{k}-\beta\left(A_{i} x_{i}+p^{k}\right)\right]\right\rangle \geq 0, \quad \forall x_{i}^{\prime} \in \mathcal{X}_{i} \tag{1.4a}
\end{equation*}
$$

where

$$
p^{k}:=\sum_{j=1}^{i-1} A_{j} x_{j}^{k+1}+\sum_{j=i+1}^{m} A_{j} x_{j}^{k}-b
$$

Finally, update the Lagrangian multiplier $\lambda^{k+1}$ via

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k+1}-b\right) \tag{1.4b}
\end{equation*}
$$

Unfortunately, it was well demonstrated in [11] that the extended ADMM (1.4) is not necessarily convergent for all cases where $m \geq 3$, and this holds true even when we solve the subproblems (1.4a) simultaneously (i.e., the full Jacobian decomposition of ALM, see [20]). To ensure the global convergence, the most mature way is to update the output of (1.4) by adding a further correction step, e.g., see $[18,19,20,23]$. However, taking a close look at the subproblems (1.3a) and (1.3b) (or (1.4a)), we observe that ADMM (or its extension (1.4)) still solves a series of variational inequality subproblems exactly, but only reducing the problem's scale. Actually, solving a VIP exactly is difficult, if not impossible in many cases. Moreover, some applications of ADMM empirically indicate that the difficulty of subproblems may significantly affect the efficiency of the method (see [4, 10, 17] for the numerical experiences).

In this paper, we use a projection step instead of solving a variational inequality subproblem, and then propose a two-stage method, which consists of a prediction step and a correction step, to solve the structured VI (1.1). A notable benefit is that the new method is more implementable than ADMM and its variants as long as the projections onto $\mathcal{X}_{i}$ 's are easy enough. We shall mention that an additional correction step but with tiny computational cost is a must to guarantee the global convergence of our method. Since the new method fully exploits the separable structure by splitting VI (1.2) into $(m+1)$ individual parts and inherits the simplicity of projection-like methods, we call it projection-based splitting method and denote it by ProjSM. Another remarkable advantage of the ProjSM is that the simultaneous
prediction step makes it gain eligibility to parallel implementation for large-scale problems. Finally, we introduce a generalized split equality problem (GSEP), which includes some well-known special cases, such as split feasibility problem, split equality problem, and convex feasibility problem. Then, we formulate the GSEP and the network resource allocation problem (NRAP) as special cases of VI (1.1) and demonstrate the applicability of the ProjSM to these problems.

The remainder of this paper is built up as follows. In Section 2, we summarize some notation, definitions, and well-known results that will be used in our later analysis. In Section 3, we describe the algorithmic framework of the proposed method. In Section 4, we establish the global convergence of the new method under some mild assumptions. The applicability of our new algorithm to GSEP and NRAP is demonstrated in Section 5. Finally, some concluding remarks are provided in Section 6.

## 2. Preliminaries

In this section, we summarize some basic notation, concepts and well known results that will play important roles in further discussions.

Let $\mathbb{R}^{n}$ be the $n$-dimensional Euclidean space and ${ }^{\top}$ symbolize the transpose. For any two vectors $u, v \in \mathbb{R}^{n}$, we use $\langle u, v\rangle$ to denote the standard inner product. Furthermore, with a given symmetric positive definite matrix $M$, let $\|u\|_{M}=\sqrt{\langle u, M u\rangle}$ represent the $M$-norm, and particularly, let $\|\cdot\|$ denote the standard Euclidean norm. For any matrix $A$, let $\|A\|$ be its matrix 2-norm.

Throughout, let $P_{\Omega, M}[\cdot]$ be the projection operator from $\mathbb{R}^{n}$ onto a nonempty closed convex set $\Omega$ under the $M$-norm, which is defined by

$$
P_{\Omega, M}[v]:=\arg \min \left\{\|u-v\|_{M} \mid u \in \Omega\right\}, \quad v \in \mathbb{R}^{n}
$$

and particularly, we denote by $P_{\Omega}[\cdot]$ the projection operator under the Euclidean norm. It is well known from [3, p. 211] that the projection $P_{\Omega, M}[\cdot]$ can be characterized by the following inequality:

$$
\begin{equation*}
\left\langle w-P_{\Omega, M}[v], M\left(v-P_{\Omega, M}[v]\right)\right\rangle \leq 0, \quad \forall v \in \mathbb{R}^{n}, \forall w \in \Omega \tag{2.1}
\end{equation*}
$$

Definition 2.1. An operator $F(\cdot)$ from $\Omega$ into $\mathbb{R}^{n}$ is said to be
a) monotone if

$$
\langle u-v, F(u)-F(v)\rangle \geq 0, \quad \forall u, v \in \Omega
$$

b) Lipschitz continuous if there exists a constant $L>0$ such that

$$
\|F(u)-F(v)\| \leq L\|u-v\|, \quad \forall u, v \in \Omega
$$

Throughout this paper, we assume that each set $\mathcal{X}_{i}(i=1, \ldots, m)$ is simple enough in the sense that the projection onto it is easy to compute. Moreover, every function $f_{i}(\cdot)(i=1, \ldots, m)$ is assumed to be monotone and Lipschitz continuous with constant $L_{f_{i}}>0$.

Below, we give a well-known fixed point characterization of solutions of VI (1.1) and refer the reader to [3, p. 267] for its proof.

Lemma 2.2. Let $\Omega$ be a closed convex set of $\mathbb{R}^{n}$ and let $G$ be a symmetric positive definite matrix. Then, a point $\mathbf{x}^{*} \in \Omega$ is a solution of VI (1.1) if and only if

$$
\mathbf{x}^{*}=P_{\Omega, G}\left[\mathbf{x}^{*}-\beta G^{-1} F\left(\mathbf{x}^{*}\right)\right], \quad \forall \beta>0
$$

Obviously, the above lemma can be restated as solving VI (1.1) being equivalent to finding a zero of the mapping:

$$
\begin{equation*}
E_{[\beta, G]}(\mathbf{x}, F, \Omega):=\mathbf{x}-P_{\Omega, G}\left[\mathbf{x}-\beta G^{-1} F(\mathbf{x})\right] \tag{2.2}
\end{equation*}
$$

Thus, $\left\|E_{[\beta, G]}\left(\mathbf{x}^{*}, F, \Omega\right)\right\|=0$ means that $\mathbf{x}^{*}$ is a solution of VIP (1.1), and in practice, we could use $\left\|E_{[\beta, G]}(\mathbf{x}, F, \Omega)\right\| \leq$ tol to be a termination criteria with a preset stopping tolerance 'tol'.

## 3. The ALGORITHM

In this section, we describe the projection-based splitting method (ProjSM) and give some important remarks on this method.

Before stating the algorithm, we first introduce some notation for simplicity. For the index $i$ from 1 to $m$, let $I_{n_{i}} \in \mathbb{R}^{n_{i} \times n_{i}}$ be the identity matrix and denote the difference between $f_{i}\left(x_{i}\right)$ and $f_{i}\left(\widetilde{x}_{i}\right)$ as $\phi_{i}\left(x_{i}, \widetilde{x}_{i}\right):=f_{i}\left(x_{i}\right)-f_{i}\left(\widetilde{x}_{i}\right)$. Furthermore, we denote

$$
M:=\left(\begin{array}{cccc}
r_{1} I_{n_{1}} & \ldots & 0 & 0  \tag{3.1}\\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & r_{m} I_{n_{m}} & 0 \\
0 & \ldots & 0 & \frac{1}{\beta} I_{l}
\end{array}\right) \quad \text { and } \quad \Phi(\mathbf{x}, \widetilde{\mathbf{x}}):=\left(\begin{array}{c}
\phi_{1}\left(x_{1}, \widetilde{x}_{1}\right) \\
\vdots \\
\phi_{m}\left(x_{m}, \widetilde{x}_{m}\right) \\
0
\end{array}\right) .
$$

Note that for $\mathbf{u}:=(\mathbf{x}, \lambda)$, we have

$$
\|\mathbf{u}\|_{M}^{2}=\langle\mathbf{u}, M \mathbf{u}\rangle=\sum_{i=1}^{m} r_{i}\left\langle x_{i}, x_{i}\right\rangle+\frac{1}{\beta}\langle\lambda, \lambda\rangle=\sum_{i=1}^{m} r_{i}\left\|x_{i}\right\|^{2}+\frac{1}{\beta}\|\lambda\|^{2}
$$

Since the proposed ProjSM is a two-stage method, we divide the description of our method into two parts. Below, we first present the details of the prediction step.
(Initialization). Given $\gamma \in(0,2), \nu \in(0,1), \beta>0, \mathbf{u}^{0} \in \mathcal{U}$.
(Prediction step). Generate a medium point $\widehat{\lambda}^{k}$ via

$$
\begin{equation*}
\widehat{\lambda}^{k}=\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k}-b\right) \tag{3.2a}
\end{equation*}
$$

Then, obtain $\left(\widetilde{x}_{1}^{k}, \ldots, \widetilde{x}_{m}^{k}\right)$ with appropriate $r_{i}>0$ (simultaneously, if possible):

$$
\begin{equation*}
\widetilde{x}_{i}^{k}:=P_{\mathcal{X}_{i}}\left\{x_{i}^{k}-\frac{1}{r_{i}}\left(f_{i}\left(x_{i}^{k}\right)-A_{i}^{\top} \widehat{\lambda}^{k}\right)\right\}, \quad(i=1, \ldots, m) \tag{3.2b}
\end{equation*}
$$

Compute the predictor $\widetilde{\lambda}^{k}$ via

$$
\begin{equation*}
\widetilde{\lambda}^{k}=\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} \widetilde{x}_{i}^{k}-b\right) \tag{3.2c}
\end{equation*}
$$

Remark 3.1. We easily observe that the projection step (3.2b) dominates the main computational task of the prediction step. Under the assumptions that all $\mathcal{X}_{i}$ 's are simple convex sets, the prediction step is easily implemented. On the other hand, the projection step (3.2b) enjoys its simultaneous implementation on parallel computers. Hence, our method is fully eligible for solving large-scale problem.

Remark 3.2. For the choice of each $r_{i}(i=1, \ldots, m)$, we shall seek an appropriate $r_{i}$ by setting a constant or a line search procedure such that

$$
\begin{align*}
r_{i} \nu\left\|x_{i}^{k}-\widetilde{x}_{i}^{k}\right\|^{2} \geq & \frac{m+2}{4} \beta\left\|A_{i} x_{i}^{k}-A_{i} \widetilde{x}_{i}^{k}\right\|^{2}  \tag{3.3}\\
& +\left\langle x_{i}^{k}-\widetilde{x}_{i}^{k}, f_{i}\left(x_{i}^{k}\right)-f_{i}\left(\widetilde{x}_{i}^{k}\right)\right\rangle, \quad 1 \leq i \leq m
\end{align*}
$$

where $\nu \in(0,1)$ is a given constant. Using the Cauchy-Schwarz inequality together with the Lipschitz continuity of $f_{i}(\cdot)$, it is easy to derive that every

$$
r_{i} \geq\left(L_{f_{i}}+\frac{m+2}{4} \beta\left\|A_{i}^{\top} A_{i}\right\|\right) / \nu
$$

always ensures inequality (3.3). Notice that the choice of $r_{i}$ (condition (3.3)) will play a key role in the coming convergence analysis.

Now, we describe the correction step of the new ProjSM as follows.
(Correction step I). Update $\mathbf{u}^{k+1}:=\left(\mathbf{x}^{k+1}, \lambda^{k+1}\right)$ via

$$
\begin{equation*}
\mathbf{u}^{k+1}:=\mathbf{u}^{k}-\gamma \alpha_{k} d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \tag{3.4a}
\end{equation*}
$$

where the step size $\alpha_{k}$ is defined by

$$
\begin{equation*}
\alpha_{k}:=\frac{\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)}{\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2}} \tag{3.4b}
\end{equation*}
$$

with

$$
\begin{equation*}
d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right):=\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)-M^{-1} \Phi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \tag{3.4c}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right):=\left\langle\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle+\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle \tag{3.4~d}
\end{equation*}
$$

Remark 3.3. Notice that the correction step (3.4) only involves some simple matrix-vector products, and the matrix $M$ defined in (3.1) is a block scalar matrix so that it is trivial to compute its inverse. Thus, the computational cost of the correction step is relatively cheap. In addition, we can also get a variant of (3.4) without matrix inverse as follows:
(Correction step II). Update $\mathbf{u}^{k+1}:=\left(\mathbf{x}^{k+1}, \lambda^{k+1}\right)$ via

$$
\begin{equation*}
\mathbf{u}^{k+1}:=\mathbf{u}^{k}-\gamma \widehat{\alpha}_{k} \widehat{d}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \tag{3.5a}
\end{equation*}
$$

where the step size $\widehat{\alpha}_{k}$ is defined by

$$
\begin{equation*}
\widehat{\alpha}_{k}:=\frac{\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)}{\left\|\widehat{d}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|^{2}}, \tag{3.5b}
\end{equation*}
$$

with $\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ given by (3.4d) and

$$
\begin{equation*}
\widehat{d}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right):=M\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)-\Phi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \tag{3.5c}
\end{equation*}
$$

The main distinction between (3.4) and (3.5) comes from the definitions of $d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ and $\widehat{d}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$. It is clear that $\widehat{d}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)=M d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$. Then, we can similarly prove the global convergence of the variant (3.5).

In summary, our ProjSM is computationally attractive due to its simplicity.

## 4. Convergence analysis

This section aims mainly at the establishment of the global convergence of the ProjSM (see (3.2) and (3.4)), leaving skipped the analogous analysis of its variant (see (3.2) and (3.5)). In the subsequent analysis, we further denote by

$$
\mathbf{A}:=\left(A_{1}, A_{2}, \ldots, A_{m}, 0\right) \in \mathbb{R}^{l \times(n+l)}
$$

a block matrix for notational convenience.
Lemma 4.1. Suppose that $\mathbf{u}^{*}:=\left(\mathbf{x}^{*}, \lambda^{*}\right)$ is a solution of SVI $(\mathcal{U}, H)$. Then the sequences $\left\{\mathbf{u}^{k}\right\}$ and $\left\{\widetilde{\mathbf{u}}^{k}\right\}$ generated by the proposed ProjSM satisfy that

$$
\left\langle\mathbf{u}^{k}-\mathbf{u}^{*}, M d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle \geq \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)
$$

where $d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ and $\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ are given by (3.4c) and (3.4d), respectively.
Proof. By setting $w:=x_{i}^{*}, v:=x_{i}^{k}-\frac{1}{r_{i}}\left(f_{i}\left(x_{i}^{k}\right)-A_{i}^{\top} \widehat{\lambda}^{k}\right), M:=I_{n_{i}}$ and $\Omega:=\mathcal{X}_{i}$ in (2.1), it follows from (3.2b) that

$$
\left\langle x_{i}^{*}-\widetilde{x}_{i}^{k}, x_{i}^{k}-\frac{1}{r_{i}}\left(f_{i}\left(x_{i}^{k}\right)-A_{i}^{\top} \widehat{\lambda}^{k}\right)-\widetilde{x}_{i}^{k}\right\rangle \leq 0
$$

Multiplying the above inequality by $r_{i}$ and using the formulas (3.2a) and (3.2c) together with the notation in (3.1), we arrive at

$$
\begin{align*}
\left\langle x_{i}^{*}-\widetilde{x}_{i}^{k}, f_{i}\left(\widetilde{x}_{i}^{k}\right)-\right. & \left.A_{i}^{\top} \widetilde{\lambda}^{k}+r_{i}\left(\widetilde{x}_{i}^{k}-x_{i}^{k}\right)+\phi_{i}\left(x_{i}^{k}, \widetilde{x}_{i}^{k}\right)\right\rangle \\
& -\left\langle x_{i}^{*}-\widetilde{x}_{i}^{k}, \beta A_{i}^{\top}\left(\sum_{j=1}^{m} A_{j}\left(\widetilde{x}_{j}^{k}-x_{j}^{k}\right)\right)\right\rangle \geq 0 \tag{4.1}
\end{align*}
$$

Additionally, reformulating (3.2c) as $\frac{1}{\beta}\left(\lambda^{k}-\widetilde{\lambda}^{k}\right)=\left(\sum_{i=1}^{m} A_{i} \widetilde{x}_{i}^{k}-b\right)$ immediately yields

$$
\begin{equation*}
\left\langle\lambda^{*}-\widetilde{\lambda}^{k},\left(\sum_{i=1}^{m} A_{i} \widetilde{x}_{i}^{k}-b\right)+\frac{1}{\beta}\left(\widetilde{\lambda}^{k}-\lambda^{k}\right)\right\rangle=0 . \tag{4.2}
\end{equation*}
$$

Consequently, upon summing up (4.1) from $i=1$ to $m$ and (4.2) and recalling the definitions of $M$ and $\mathbf{A}$, we can rewrite the resulting inequality into a compact form as follows:

$$
\left\langle\mathbf{u}^{*}-\widetilde{\mathbf{u}}^{k}, H\left(\widetilde{\mathbf{u}}^{k}\right)-M d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)+\beta \mathbf{A}^{\top} \mathbf{A}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)\right\rangle \geq 0
$$

Equivalently,

$$
\begin{equation*}
\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, M d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle \geq\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, H\left(\widetilde{\mathbf{u}}^{k}\right)+\beta \mathbf{A}^{\top} \mathbf{A}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)\right\rangle . \tag{4.3}
\end{equation*}
$$

Observe that the monotonicity of $f_{i}(\cdot)$ for $1 \leq i \leq m$ implies that the operator $H(\mathbf{u})$ defined in (1.2b) is also monotone. Therefore, for any solution $\mathbf{u}^{*}$ of SVI $(\mathcal{U}, H)$, it follows from the definition of VIP (1.2) that

$$
\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, H\left(\widetilde{\mathbf{u}}^{k}\right)\right\rangle \geq\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, H\left(\mathbf{u}^{*}\right)\right\rangle \geq 0
$$

This together with (4.3) further implies that

$$
\begin{aligned}
\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle & \geq\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, H\left(\widetilde{\mathbf{u}}^{k}\right)+\beta \mathbf{A}^{\top} \mathbf{A}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& =\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, H\left(\widetilde{\mathbf{u}}^{k}\right)\right\rangle+\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, \beta \mathbf{A}^{\top} \mathbf{A}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& \geq\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, \beta \mathbf{A}^{\top} \mathbf{A}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& =\beta\left\langle\sum_{i=1}^{m} A_{i}\left(\widetilde{x}_{i}^{k}-x_{i}^{*}\right), \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle \\
& =\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle,
\end{aligned}
$$

where the third equality comes from the fact $\sum_{i=1}^{m} A_{i} x_{i}^{*}=b$ and (3.2c).
On the other hand, from the definition of $\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ and (4.4) it follows that

$$
\begin{aligned}
& \left\langle\mathbf{u}^{k}-\mathbf{u}^{*}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& =\left\langle\widetilde{\mathbf{u}}^{k}-\mathbf{u}^{*}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle+\left\langle\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& \geq\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle+\left\langle\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle \\
& =\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) .
\end{aligned}
$$

The assertion is proved.
The following result, which plays a central role in the global convergence analysis, implies that $-d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ is a descent direction of the distance function $\frac{1}{2}\left\|\mathbf{u}-\mathbf{u}^{*}\right\|^{2}$ at $\mathbf{u}^{k}$, where $\mathbf{u}^{*}$ is a solution of SVI $(\mathcal{U}, H)$.
Lemma 4.2. Suppose that $\nu \in(0,1), \beta>0$ and each $r_{i}$ from $i=1$ to $m$ satisfies condition (3.3). Then, there exists a constant $c>0$ such that

$$
\begin{equation*}
\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \geq c\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}, \quad \forall k \geq 1 \tag{4.5}
\end{equation*}
$$

Proof. First, an application of the well-known inequality

$$
2\langle\mathbf{a}, \mathbf{b}\rangle \geq-\tau\|\mathbf{a}\|^{2}-\frac{1}{\tau}\|\mathbf{b}\|^{2}, \quad \forall \mathbf{a}, \mathbf{b} \in \mathbb{R}^{n}, \tau>0
$$

implies that

$$
\begin{align*}
& \left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle  \tag{4.6}\\
& \geq-\sum_{i=1}^{m} \frac{(m+1) \beta}{4}\left\|A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\|^{2}-\frac{m\left\|\lambda^{k}-\widetilde{\lambda}^{k}\right\|^{2}}{(m+1) \beta} .
\end{align*}
$$

Consequently, it is immediately clear from condition (3.3) that

$$
\begin{aligned}
& \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \\
& =\left\langle\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle+\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle \\
& =\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|_{M}^{2}-\sum_{i=1}^{m}\left\langle x_{i}^{k}-\widetilde{x}_{i}^{k}, \phi_{i}\left(x_{i}^{k}, \widetilde{x}_{i}^{k}\right)\right\rangle+\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle \\
& \geq \sum_{i=1}^{m}(1-\nu) r_{i}\left\|x_{i}^{k}-\widetilde{x}_{i}^{k}\right\|^{2}+\frac{1}{(m+1) \beta}\left\|\lambda^{k}-\widetilde{\lambda}^{k}\right\|^{2}+\sum_{i=1}^{m} \frac{\beta}{4}\left\|A_{i} x_{i}^{k}-A_{i} \widetilde{x}_{i}^{k}\right\|^{2} \\
& \geq c\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2},
\end{aligned}
$$

where $c:=\min \left\{\min _{1 \leq i \leq m}\left\{(1-\nu) r_{i}\right\}, \frac{1}{(m+1) \beta}\right\}$. Hence proved.
The above assertion implies that $\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)>0$ if $\mathbf{u}^{k} \neq \widetilde{\mathbf{u}}^{k}$. This together with Lemma 4.1 clearly shows that $-d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ is a descent direction at $\mathbf{u}^{k}$. Of course, $\mathbf{u}^{k}=\widetilde{\mathbf{u}}^{k}$ means that we have got a solution of SVI $(\mathcal{U}, H)$ and we can employ $\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\| \leq$ tol to be the termination criteria for the algorithm's implementation.

Next, we state the rationale for the choice of the step size $\alpha_{k}$ in (3.4b). We first denote by

$$
\mathbf{u}^{k+1}(\alpha):=\mathbf{u}^{k}-\alpha d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)
$$

the function of step size $\alpha$ dependent on $\mathbf{u}^{k}$ and $\widetilde{\mathbf{u}}^{k}$. Let $\mathbf{u}^{*}$ be an arbitrary solution of SVI $(\mathcal{U}, H)$ and let

$$
\Theta(\alpha):=\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\left\|\mathbf{u}^{k+1}(\alpha)-\mathbf{u}^{*}\right\|_{M}^{2}
$$

be a progress-function to measure the improvement obtained at the $k$-th iteration of the method. Clearly, large $\Theta(\alpha)$ means that more improvement is obtained. Therefore, we hopefully maximize $\Theta(\alpha)$ for seeking an optimal improvement. Unfortunately, an unknown $\mathbf{u}^{*}$ involved in $\Theta(\alpha)$ results in a difficult (even impossible) task to maximize $\Theta(\alpha)$ directly. Actually, by invoking the result of Lemma 4.1, it is easy to derive that

$$
\Theta(\alpha)=\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\left\|\mathbf{u}^{k+1}(\alpha)-\mathbf{u}^{*}\right\|_{M}^{2}
$$

$$
\begin{align*}
& =\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\left\|\mathbf{u}^{k}-\alpha d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)-\mathbf{u}^{*}\right\|_{M}^{2} \\
& =2 \alpha\left\langle\mathbf{u}^{k}-\mathbf{u}^{*}, \operatorname{Md}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle-\alpha^{2}\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2} \\
& \geq 2 \alpha \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)-\alpha^{2}\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2}=: \psi(\alpha) \tag{4.7}
\end{align*}
$$

Note that $\psi(\alpha)$ in (4.7) is a quadratic function of $\alpha$ without the unknown $\mathbf{u}^{*}$. Therefore, we can alternatively maximize the lower bound function $\psi(\alpha)$ to find an optimal step size $\alpha$. Obviously, $\psi(\alpha)$ achieves its maximum at

$$
\alpha_{k}=\frac{\varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)}{\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2}}
$$

which is exactly (3.4b). Thanks to the inequality used in (4.7), it is natural to compensate $\Theta(\alpha)$ by introducing a relaxation factor $\gamma$ for $\alpha_{k}$, i.e.,

$$
\Theta\left(\gamma \alpha_{k}\right) \geq 2 \gamma \alpha_{k} \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)-\gamma^{2} \alpha_{k}^{2}\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2}=\gamma(2-\gamma) \alpha_{k} \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)
$$

We shall restrict $\gamma \in(0,2)$ so that the right-hand side in the above relation is positive, that is, an improvement can be obtained at each iteration. Below, we further prove that the optimal step size $\alpha_{k}$ is uniformly lower bounded away from a positive number.

Lemma 4.3. Suppose that $\nu \in(0,1), \beta>0$ and each $r_{i}$ from $i=1$ to $m$ satisfies condition (3.3). Then, the step size $\alpha_{k}$ defined by (3.4b) is lower bounded away from zero; that is, $\inf _{k \geq 1} \alpha_{k} \geq \alpha_{\min }>0$ for some positive constant $\alpha_{\text {min }}$.
Proof. Recalling the definition of $d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)$ in (3.4c), it follows from the monotonicity of $\Phi$ and the Lipschitz continuity of each $f_{i}$ that

$$
\begin{aligned}
\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2} & =\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|_{M}^{2}-2\left\langle\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}, \Phi\left(\mathbf{x}^{k}, \widetilde{\mathbf{x}}^{k}\right)\right\rangle+\left\|\Phi\left(\mathbf{x}^{k}, \widetilde{\mathbf{x}}^{k}\right)\right\|_{M^{-1}}^{2} \\
& \leq\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|_{M}^{2}+\left\|\Phi\left(\mathbf{x}^{k}, \widetilde{\mathbf{x}}^{k}\right)\right\|_{M^{-1}}^{2} \\
& \leq \sum_{i=1}^{m} \frac{\left(r_{i}^{2}+L_{f_{i}}^{2}\right)}{r_{i}}\left\|x_{i}^{k}-\widetilde{x}_{i}^{k}\right\|^{2}+\frac{1}{\beta}\left\|\lambda^{k}-\widetilde{\lambda}^{k}\right\|^{2} \\
& \leq C\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}
\end{aligned}
$$

where

$$
C:=\max \left\{\max _{1 \leq i \leq m}\left\{\frac{\left(r_{i}^{2}+L_{f_{i}}^{2}\right)}{r_{i}}\right\}, \frac{1}{\beta}\right\}
$$

Combining with the inequality (4.5), we immediately get $\alpha_{k} \geq \alpha_{\min }:=c / C$.
Theorem 4.4. Assume $\nu \in(0,1), \beta>0$ and condition (3.3). Let $\mathbf{u}^{*}:=\left(\mathbf{x}^{*}, \lambda^{*}\right)$ be an arbitrary solution of SVI $(\mathcal{U}, H)$. Then, the sequence $\left\{\mathbf{u}^{k}\right\}$ generated by the proposed ProjSM satisfies the property

$$
\begin{equation*}
\left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|_{M}^{2} \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\gamma(2-\gamma) c \alpha_{\min }\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2} \tag{4.8}
\end{equation*}
$$

Proof. By (3.5a) and Lemmas 4.1-4.3, we deduce that

$$
\begin{aligned}
& \left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|_{M}^{2} \\
& =\left\|\mathbf{u}^{k}-\gamma \alpha_{k} d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)-\mathbf{u}^{*}\right\|_{M}^{2} \\
& =\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-2 \gamma \alpha_{k}\left\langle\mathbf{u}^{k}-\mathbf{u}^{*}, \operatorname{Mrd}\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\rangle+\gamma^{2} \alpha_{k}^{2}\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2} \\
& \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-2 \gamma \alpha_{k} \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)+\gamma^{2} \alpha_{k}^{2}\left\|d\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right)\right\|_{M}^{2} \\
& =\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\gamma(2-\gamma) \alpha_{k} \varphi\left(\mathbf{u}^{k}, \widetilde{\mathbf{u}}^{k}\right) \\
& \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\gamma(2-\gamma) c \alpha_{\min }\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}
\end{aligned}
$$

The assertion of this lemma is proved.
Remark 4.5. If we consider the variant correction step (3.5), we can similarly prove the Fejér monotonicity of the sequence $\left\{\mathbf{u}^{k}\right\}$ as follows:

$$
\left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|^{2} \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|^{2}-\gamma(2-\gamma) \hat{c} \widehat{\alpha}_{\min }\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}
$$

Here $\hat{c}$ and $\widehat{\alpha}_{\text {min }}$ are some positive constant, which can be deduced in similar ways used in Lemmas 4.2 and 4.3, respectively.

With the above results, we are now in a position to establish the global convergence of the proposed method.

Theorem 4.6. Assume $\nu \in(0,1), \beta>0$ and condition (3.3). Then the sequence $\left\{\mathbf{u}^{k}\right\}$ generated by the proposed ProjSM converges to a solution of SVI $(\mathcal{U}, H)$.

Proof. Let $\mathbf{u}^{*}$ be an arbitrary solution of SVI $(\mathcal{U}, H)$. It is immediately clear from (4.8) that

$$
\begin{equation*}
\left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|_{M}^{2} \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2} \leq \cdots \leq\left\|\mathbf{u}^{0}-\mathbf{u}^{*}\right\|_{M}^{2}<\infty \tag{4.9}
\end{equation*}
$$

which implies that the sequence $\left\{\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}\right\}$ is decreasing, and particularly, it is bounded and moreover,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M} \quad \text { exists. } \tag{4.10}
\end{equation*}
$$

On the other hand, rewriting (4.8) as

$$
\gamma(2-\gamma) c \alpha_{\min }\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2} \leq\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|_{M}^{2}
$$

and summing up over $k$, we arrive at

$$
\begin{aligned}
\gamma(2-\gamma) c \alpha_{\min }\left(\sum_{k=0}^{\infty}\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}\right) & \leq \sum_{k=0}^{\infty}\left\{\left\|\mathbf{u}^{k}-\mathbf{u}^{*}\right\|_{M}^{2}-\left\|\mathbf{u}^{k+1}-\mathbf{u}^{*}\right\|_{M}^{2}\right\} \\
& \leq\left\|\mathbf{u}^{0}-\mathbf{u}^{*}\right\|_{M}^{2}
\end{aligned}
$$

We immediately conclude that

$$
\lim _{k \rightarrow \infty}\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|^{2}=0
$$

It turns out that the sequences $\left\{\mathbf{u}^{k}\right\}$ and $\left\{\widetilde{\mathbf{u}}^{k}\right\}$ have the same cluster points. To prove the convergence of the sequence $\left\{\mathbf{u}^{k}\right\}$, let $\mathbf{u}^{\infty}$ be a cluster point of $\left\{\mathbf{u}^{k}\right\}$ and let $\left\{\mathbf{u}^{k_{j}}\right\}$ be a subsequence converging to $\mathbf{u}^{\infty}$; hence the subsequence $\left\{\widetilde{\mathbf{u}}^{k_{j}}\right\}$ of $\left\{\widetilde{\mathbf{u}}^{k}\right\}$ also converges to $\mathbf{u}^{\infty}$. Now, taking the limit as $j \rightarrow \infty$ over the subsequence $\left\{k_{j}\right\}$ in (3.2a)-(3.2c), we obtain

$$
\left\{\begin{array}{l}
x_{i}^{\infty}=P_{\mathcal{X}_{i}}\left\{x_{i}^{\infty}-\frac{1}{r_{i}}\left(f_{i}\left(x_{i}^{\infty}\right)-A_{i}^{\top} \lambda^{\infty}\right)\right\} \quad(\text { for } i=1, \ldots, m) \\
\sum_{i=1}^{m} A_{i} x_{i}^{\infty}=b
\end{array}\right.
$$

Equivalently, $E_{[1, M]}\left(\mathbf{u}^{\infty}, H, \mathcal{U}\right)=0$ with the block diagonal matrix $M$ given in (3.1). It then follows from Lemma (2.2) that $\mathbf{u}^{\infty}$ is a solution of SVI $(\mathcal{U}, H)$.

However, since $\mathbf{u}^{*}:=\left(\mathbf{x}^{*}, \lambda^{*}\right)$ is an arbitrary solution of SVI $(\mathcal{U}, H)$, we can substitute $\mathbf{u}^{\infty}$ for $\mathbf{u}^{*}$ in (4.9) and (4.10) to result in

$$
\lim _{k \rightarrow \infty}\left\|\mathbf{u}^{k}-\mathbf{u}^{\infty}\right\|_{M}=\lim _{j \rightarrow \infty}\left\|\mathbf{u}^{k_{j}}-\mathbf{u}^{\infty}\right\|_{M}=0
$$

This shows that the full sequence $\left\{\mathbf{u}^{k}\right\}$ converges to $\mathbf{u}^{\infty}$, a solution of SVI $(\mathcal{U}, H)$. The proof is complete.

## 5. Applications

As we have mentioned in Section 1, variational inequality problem is a fundamental model for treating a wide range of real world problems. In this section, we study some special cases of VIP (1.1) and demonstrate the applicability of the proposed ProjSM to these problems.
5.1. Generalized split equality problem. We first consider the generalized split equality problem (GSEP) which is stated as

$$
\begin{equation*}
\text { finding } \quad \mathbf{x}:=\left(x_{1}, \ldots, x_{m}\right) \in \prod_{i=1}^{m} \mathcal{X}_{i} \quad \text { satisfying } \quad \sum_{i=1}^{m} A_{i} x_{i}=b \tag{5.1}
\end{equation*}
$$

where each $\mathcal{X}_{i}(i=1, \ldots, m)$ is a nonempty closed convex subset of $\mathbb{R}^{n_{i}} ; A_{i}: \mathcal{X}_{i} \rightarrow \mathbb{R}^{l}$ $(i=1, \ldots, m)$ is a bounded linear operator and $b \in \mathbb{R}^{l}$ is a given vector. Note that the GESP is an extension of the recently introduced split equality problem (SEP) in $[6,34]$, and it has widespread applications in decomposition method in PDEs, game theory and intensity-modulated radiation therapy. On the other hand, the GSEP (5.1) further provides us with a model for unifying some classical problems. Here, we summarize several well-known examples as follows:
5.1.1. Split feasibility problem. The split feasibility problem (SFP), which was first introduced in [8] for modeling inverse problems arising from phase retrievals and medical image reconstruction [7], can be mathematically characterized as finding a point $x_{1} \in \mathbb{R}^{n}$ with the property

$$
\begin{equation*}
x_{1} \in \mathcal{C} \quad \text { and } \quad A x_{1} \in \mathcal{Q} \tag{5.2}
\end{equation*}
$$

where $\mathcal{C}$ and $\mathcal{Q}$ are nonempty closed convex subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively, and $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{l}$ is a bounded linear operator. In the past decades, the SFP (5.2) and its special case of multiple-set split feasibility problem have been received considerable attention in terms of numerical algorithm, e.g., see $[5,31,39,42,43,45,46]$. By introducing an auxiliary variable $x_{2} \in \mathbb{R}^{m}$, the SFP (5.2) can be immediately recast as:

$$
\begin{equation*}
\text { finding } \quad x_{1} \in \mathcal{C}, x_{2} \in \mathcal{Q} \quad \text { such that } \quad A x_{1}=x_{2} \tag{5.3}
\end{equation*}
$$

which is an intuitive special case of GSEP (5.1) by taking $m=2, \mathcal{X}_{1}:=\mathcal{C}, \mathcal{X}_{2}:=\mathcal{Q}$, $A_{1}:=A, A_{2}:=-I$, and $b:=0$.
5.1.2. Split equality problem. The SEP is a newly introduced model to find two points satisfying a linear equality, that is,

$$
\begin{equation*}
\text { finding } \quad x_{1} \in \mathcal{C}, x_{2} \in \mathcal{Q} \quad \text { such that } \quad A x_{1}=B x_{2} \tag{5.4}
\end{equation*}
$$

Clearly, setting $B:=I_{n}$ in (5.4) immediately yields SFP (5.3) as a special case of GSEP (5.1). Moreover, SEP (5.4) is also a specialization of GSEP (5.1) by taking the same settings in (5.3) except $A_{2}:=-B$.
5.1.3. Convex feasibility problem. The well known convex feasibility problem (CFP), which consists of finding a point in the intersection of convex sets, is one of the most classical problems in the communities of physical sciences, statistics and image reconstruction. Mathematically, it reads as follows:

$$
\begin{equation*}
\text { finding a point } \quad x \in \bigcap_{i=1}^{m} \mathcal{X}_{i} \neq \varnothing \tag{5.5}
\end{equation*}
$$

where every $\mathcal{X}_{i}(i=1, \ldots, m)$ is a closed convex subset of $\mathbb{R}^{n}$. To solve this problem, projection-like algorithms have been well developed in the literature, e.g., see [2] for a review on the CFP. Below, we show that CFP (5.5) can be viewed as a standard GSEP (5.1). By introducing $m$ auxiliary variables $x_{i}(i=1, \ldots, m)$, then CFP (5.5) can be further recast as finding $m$ points $\left(x_{1}, \ldots, x_{m}\right)$ with the property

$$
\left(x_{1}, \ldots, x_{m}\right) \in \prod_{i=1}^{m} \mathcal{X}_{i}, \quad x_{1}-x_{2}=0, x_{2}-x_{3}=0, \ldots, x_{m}-x_{1}=0
$$

Equivalently, we further rewrite it into

$$
\begin{equation*}
\text { finding } \quad \mathbf{x}:=\left(x_{1}, \ldots, x_{m}\right) \in \prod_{i=1}^{m} \mathcal{X}_{i} \quad \text { such that } \sum_{i=1}^{m} A_{i} x_{i}=0 \tag{5.6}
\end{equation*}
$$

where $A_{i}$ is the $i$-th column of the block matrix $A$ defined as follows:

$$
A:=\left(A_{1}, A_{2}, \ldots, A_{m-1}, A_{m}\right):=\left(\begin{array}{ccccc}
I_{n} & -I_{n} & \ldots & 0 & 0  \tag{5.7}\\
0 & I_{n} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & I_{n} & -I_{n} \\
-I_{n} & 0 & \ldots & 0 & I_{n}
\end{array}\right)
$$

It is clear that CFP (5.6) is a specialization of GSEP (5.1) by taking $b:=0$. As shown in [9], certainly, CFP (5.5) can also be regarded as a special case of SFP
(5.2) by setting $x_{1}:=x, \mathcal{C}:=\cap_{i=1}^{m} \mathcal{X}_{i}, \mathcal{Q}:=\mathbb{R}^{n}$ and $A:=I_{n}$. Compared to the latter case, a noteworthy benefit of (5.6) is that the new reformulation makes the projections onto $\mathcal{X}_{i}(i=1, \ldots, m)$ are more implementable than the projection onto $\cap_{i=1}^{m} \mathcal{X}_{i}$.
5.1.4. Implementation on $G S E P$. From the above reformulations, it can be easily seen that GSEP (5.1) is an interesting model for unifying some classical problems. Indeed, we further see that GSEP (5.1) is a special case of VIP (1.1) by taking

$$
f_{1}\left(x_{1}\right)=f_{2}\left(x_{2}\right)=\cdots=f_{m}\left(x_{m}\right)=0
$$

Accordingly, when applying the proposed ProjSM to solve GSEP (5.1), we can simplify the iterative schemes (3.2) and (3.4) as follows:
(Initialization). Given $\gamma \in(0,2), \nu \in(0,1), \beta>0, \mathbf{u}^{0} \in \mathcal{U}$.
(Prediction step). Obtain $\widetilde{\mathbf{u}}^{k}=\left(\widetilde{\mathbf{x}}^{k}, \widetilde{\lambda}^{k}\right)$ with suitable $r_{i}>0$ via:

$$
\left\{\begin{array}{l}
\widetilde{x}_{i}^{k}:=P_{\mathcal{X}_{i}}\left\{x_{i}^{k}+\frac{1}{r_{i}} A_{i}^{\top}\left[\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k}-b\right)\right]\right\},(i=1, \ldots, m) \\
\widetilde{\lambda}^{k}=\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} \widetilde{x}_{i}^{k}-b\right)
\end{array}\right.
$$

(Correction step). Update $\mathbf{u}^{k+1}:=\left(\mathbf{x}^{k+1}, \lambda^{k+1}\right)$ via

$$
\begin{equation*}
\mathbf{u}^{k+1}:=\mathbf{u}^{k}-\gamma \alpha_{k}\left(\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right), \tag{5.8}
\end{equation*}
$$

where

$$
\alpha_{k}:=1+\frac{\left\langle\lambda^{k}-\widetilde{\lambda}^{k}, \sum_{i=1}^{m} A_{i}\left(x_{i}^{k}-\widetilde{x}_{i}^{k}\right)\right\rangle}{\left\|\mathbf{u}^{k}-\widetilde{\mathbf{u}}^{k}\right\|_{M}^{2}}
$$

From the correction step (5.8), we can see that the new iterate $\mathbf{u}^{k+1}$ essentially is an affine combination of the predictor $\widetilde{\mathbf{u}}^{k}$ and the last point $\mathbf{u}^{k}$, which potentially brings promising numerical performance. For the choice of $r_{i}$ in the prediction step, condition (3.3) amounts to

$$
r_{i} \geq \frac{m+2}{4 \nu} \beta\left\|A_{i}^{\top} A_{i}\right\|, \quad(i=1, \ldots, m)
$$

Below, we respectively give remarks to highlight the superiority of the proposed ProjSM.

- When considering SFP (5.2), we have $m=1$. By setting $\nu=\frac{3}{4}$, we obtain

$$
r_{1} \geq \beta\left\|A_{1}^{\top} A_{1}\right\|
$$

and this condition is more flexible than the requirement of CQ algorithm in [5].

- When applying ProjSM to solve SEP (5.4), we take $m=2$ and get

$$
r_{1} \geq \frac{\beta}{\nu}\left\|A_{1}^{\top} A_{1}\right\| \quad \text { and } \quad r_{2} \geq \frac{\beta}{\nu}\left\|A_{2}^{\top} A_{2}\right\|
$$

which is also weaker than the requirements in [34, 35].

- To handle the CFP (5.5), one of the most popular methods is the alternating projection algorithm (APA) [2]. The APA is simple; however, its sequential projection philosophy may be time consuming if $\mathcal{X}_{i}$ 's are not easy enough
to compute their projections. It is clear that our ProjSM could make full use of modern parallel computers to compute the projections onto $\mathcal{X}_{i}$ 's simultaneously.
5.2. Network resource allocation problem. In this section, we consider the network resource allocation problem (NRAP) modeling in power [26, 33], channel [1, 29], bandwidth [37] and storage allocations [32], which can be characterized as

$$
\begin{equation*}
\max \left\{\sum_{i=1}^{m} \theta_{i}(x) \mid x \in \mathcal{X}:=\bigcap_{i=1}^{m} \mathcal{X}_{i}\right\} \tag{5.9}
\end{equation*}
$$

where $\theta_{i}(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}(i=1, \ldots, m)$ are concave and continuously Fréchet differentiable utility functions; $\mathcal{X}_{i} \subset \mathbb{R}^{n}(i=1, \ldots, m)$ are nonempty closed convex sets. The NRAP often has been studied as a VI thanks to the rich set of efficient solvers for VIP. However, the direct application of traditional projection-like methods tailored for VIP to (5.9) fails to be implementable for the reason that it is not an easy task to compute the projection onto the set $\mathcal{X}:=\cap_{i=1}^{m} \mathcal{X}_{i}$, even when $\mathcal{X}_{i}$ 's are simple enough so that projections (i.e., $P_{\mathcal{X}_{i}}(\cdot)$ 's) have explicit representations. To circumvent this difficulty, Iiduka [27, 28] judiciously proposed a series of decentralized projection algorithms for (5.9). However, these methods have strong requirements, that is, the utility functions (i.e., $\theta_{i}(\cdot)$ 's) are strongly concave and their gradients are Lipschitz continuous. Such strong conditions may preclude the potential applications of these methods. Indeed, it is interesting to observe that NRAP (5.9) can be viewed as a generalization of CFP (5.5) with an addition objective function $\sum_{i=1}^{m} \theta_{i}(\cdot)$. Similarly, by introducing $m$ variables $x_{i}(i=1, \ldots, m)$, then the model (5.9) can be reformulated as

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{m}-\theta_{i}\left(x_{i}\right) \mid \sum_{i=1}^{m} A_{i} x_{i}=0 ; x_{i} \in \mathcal{X}_{i},(i=1, \ldots, m)\right\} \tag{5.10}
\end{equation*}
$$

where the $A_{i}$ 's are defined in (5.7). Since the $\theta_{i}\left(x_{i}\right)$ 's are concave and differentiable, letting $f_{i}\left(x_{i}\right):=-\nabla \theta_{i}\left(x_{i}\right),(i=1, \ldots, m)$ in (1.1b), we immediately put (5.10) into a special case of VI (1.1). Hence, we can gainfully employ the proposed ProjSM ((3.2) and (3.4)) to solve (5.10) directly. Note that our ProjSM only requires that $\theta_{i}(\cdot)$ 's be concave and their gradients be Lipschitz continuous, which are relatively weaker than the assumptions of the aforementioned methods. Another noteworthy feature of our ProjSM is that the new method can also be regarded as a decentralized algorithm.

## 6. Conclusions

We consider a well-structured VIP, where the underlying mapping is separable into $m$ individual parts and the feasible set contains a linear constraint and $m$ simple convex sets. To fully exploit the separable structure, we propose a projection-based splitting method, which consists of a parallel prediction step and a cheap correction step. The method is eligible for solving large-scale problems, due to the fact that its prediction step can be implemented simultaneously. Our new method is globally convergent under some mild assumptions. Finally, we introduce a GSEP, which includes some well-known problems such as SFP, SEP, and CFP as special cases. In
addition, we formulate the NRAP as a specialization of the structured VI (1.1). The applicability of our method to these problems is demonstrated. When considering complicated sets $\mathcal{X}_{i}$ 's in the sense that the projections onto them (i.e., $P_{\mathcal{X}_{i}}(\cdot)$ 's) can not be explicitly calculated, we can adopt the strategies introduced in [31, 44] to overcome the difficulty, which is also our future work.
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