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Theorem 1.1 (Kimura [8]). Let C be a bounded closed convex subset of a Hilbert
space H with D = diamC = supx,y∈C ∥x − y∥ < ∞, and let T : C → H be a
nonexpansive mapping having a fixed point. Let {ϵn} be a nonnegative real sequence
such that ϵ0 = lim supn ϵn < ∞. For a given point u ∈ H, generate an iterative
sequence {xn} as follows: x1 ∈ C such that ∥x1 − u∥ < ϵ1, C1 = C,{

Cn+1 = {z ∈ C : ∥z − Txn∥ ≤ ∥z − xn∥} ∩ Cn,

xn+1 ∈ Cn+1 such that ∥u− xn+1∥2 ≤ d(u,Cn+1)
2 + ϵ2n+1

for all n ∈ N. Then,

lim sup
n→∞

∥xn − Txn∥ ≤ 2ϵ0.

Further, if ϵ0 = 0, then {xn} converges strongly to PF (T )u ∈ F (T ).

We remark that the original result of the theorem above deals with a family of
nonexpansive mappings, and the shrinking projection method was first introduced
by Takahashi, Takeuchi and Kubota [22].

In this paper, we study the shrinking projection method with error introduced
by Kimura [8] (see also [9]). We obtain an iterative approximation of a zero point of
a maximal monotone operator generated by the shrinking projection method with
errors in a Hilbert space. Using our result, we discuss the convex minimization prob-
lem, the variational inequality problem and the equilibrium problem in a Hilbert
space.

2. Preliminaries

Let H be a real Hilbert space with inner product ⟨·, ·⟩ and norm ∥ · ∥. We denote
strong convergence and weak convergence of a sequence {xn} to x in H by xn → x
and xn ⇀ x, respectively. In a real Hilbert space H, we have from [21]

(2.1) ∥λx+ (1− λ)y∥2 = λ∥x∥2 + (1− λ)∥y∥2 − λ(1− λ)∥x− y∥2

for all x, y ∈ H and λ ∈ R.
Let C be a nonempty closed convex subset of H. For any x ∈ H, there exists a

unique nearest point in C, denoted by PCx, such that ∥x− PCx∥ ≤ ∥x− y∥ for all
y ∈ C. Such a PC is called the metric projection of H onto C. It is also known that
y = PCx is equivalent to ⟨x− y, y − z⟩ ≥ 0 for all z ∈ C.

A multi-valued operator A ⊂ H×H with domain D(A) = {x ∈ H : Ax ̸= ∅} and
range R(A) = ∪{Ax : x ∈ D(A)} is said to be monotone if ⟨x1−x2, y1− y2⟩ ≥ 0 for
any (x1, y1), (x2, y2) ∈ A. A monotone operator A is said to be maximal if A = B
whenever B ⊂ H ×H is a monotone operator such that A ⊂ B. We know that a
monotone operator A is maximal if and only if R(I + rA) = H for all r > 0, where
I is the identity operator on H.

Let A ⊂ H × H be a maximal monotone operator. It is known that A−10 is
closed and convex, where A−10 = {u ∈ H : 0 ∈ Au}. We can define, for each r > 0,
a single-valued mapping (I + rA)−1 : H → D(A) by Jr = (I + rA)−1. It is called
the resolvent of A for r > 0. It is known that

(2.2)
x− Jrx

r
∈ AJrx
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for all x ∈ H and r > 0 (see [15,16,21] for more details).
The following Lemma is easily deduced from the theorem proved by Tsukada [23]

(see also [8]).

Lemma 2.1 (Tsukada [23]). Let {Cn} be a sequence of nonempty closed convex
subsets of a Hilbert space H such that Cn+1 ⊂ Cn for every n ∈ N. Let u be
a point of H. Then, if C0 = ∩∞

n=1Cn is nonempty, then the sequence {PCnu}
converges strongly to PC0u, where PCi is the metric projection of E onto Ci for
each i ∈ N ∪ {0}.

3. Main result

In this section, we obtain an iterative approximation of a zero point of a maximal
monotone operator generated by the shrinking projection method with errors [8] in
a Hilbert space.

Theorem 3.1. Let H be a Hilbert space and let A ⊂ H×H be a maximal monotone
operator with A−10 ̸= ∅. Let {δn} be a bounded nonnegative real sequence such that
δ0 = lim supn δn and let {rn} be a positive real sequence such that lim infn rn > 0.
For a given point u ∈ H, generate a sequence {xn} by x1 = x ∈ H, C1 = H, and

yn = Jrnxn,

Cn+1 = {z ∈ H : ⟨yn − z, xn − yn⟩ ≥ 0} ∩ Cn,

xn+1 ∈ {z ∈ H : ∥u− z∥2 ≤ d(u,Cn+1)
2 + δ2n+1} ∩ Cn+1

for all n ∈ N. Then
lim sup
n→∞

∥xn − yn∥ ≤ δ0.

Moreover, if δ0 = 0, then {xn} converges strongly to PA−10u.

Proof. We fist show by induction that A−10 ⊂ Cn for each n ∈ N. It is clear
that A−10 ⊂ H = C1. Suppose that A−10 ⊂ Ck for some k ∈ N. Since A−10 is
nonempty, we have from (2.2) that for each (z, 0) ∈ A⟨

yk − z,
xk − yk

rk
− 0

⟩
≥ 0.

So, we get ⟨yk − z, xk − yk⟩ ≥ 0. Hence we have that A−10 ⊂ Ck+1. This implies
that A−10 ⊂ Cn for all n ∈ N.

Since Cn includes A−10 for all n ∈ N, {Cn} is a sequence of nonempty closed
convex subsets and, by definition, it is decreasing with respect to inclusion. Let
pn = PCnu for all n ∈ N. Then, by Theorem 2.1, we have that {pn} converges
strongly to p0 = PC0u, where C0 =

∩∞
n=1Cn and hence {pn} is bounded. Since

xn ∈ Cn and d(u,Cn) = ∥u− pn∥, we have that

∥u− xn∥2 ≤ ∥u− pn∥2 + δ2n

for every n ∈ N \ {1}. Therefore, we have that {xn} is bounded. Then, by (2.1), we
have that for any λ ∈]0, 1[

∥pn − u∥2 ≤ ∥λpn + (1− λ)xn − u∥2

= λ∥pn − u∥2 + (1− λ)∥xn − u∥2 − λ(1− λ)∥pn − xn∥2
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and thus

λ∥pn − xn∥2 ≤ ∥xn − u∥2 − ∥pn − u∥2 ≤ δ2n.

Tending λ → 1, we have that ∥pn − xn∥2 ≤ δ2n and thus ∥pn − xn∥ ≤ δn. Using the
definition of pn, we have that pn+1 ∈ Cn+1. Thus we have

⟨yn − pn+1, xn − yn⟩ ≥ 0

and hence

⟨xn − pn+1, xn − yn⟩ ≥ ∥xn − yn∥2.

Then we obtain that

∥xn − yn∥ ≤ ∥xn − pn+1∥ ≤ ∥xn − pn∥+ ∥pn − pn+1∥ ≤ δn + ∥pn − pn+1∥

for every n ∈ N \ {1}. From limn pn = p0 and lim supn δn = δ0, we have that

lim sup
n→∞

∥xn − yn∥ ≤ δ0.

For the latter part of the theorem, suppose that δ0 = 0. Then we have that

lim sup
n→∞

∥xn − yn∥ ≤ 0

and

lim sup
n→∞

∥xn − pn∥ ≤ lim sup
n→∞

δn = 0.

Therefore, we obtain that

lim
n→∞

∥xn − yn∥ = 0 and lim
n→∞

∥xn − pn∥ = 0

and hence

lim
n→∞

xn = p0 and lim
n→∞

yn = p0.

From lim infn rn > 0, we obtain that

lim
n→∞

∥∥∥∥xn − yn
rn

∥∥∥∥ = 0.

For each (u, v) ∈ A, we obtain from (2.2) that⟨
u− yn, v −

xn − yn
rn

⟩
= 0.

for each n ∈ N \ {1}. Tending n → ∞, we have that

⟨u− p0, v − 0⟩ = 0.

By the maximality of A, this implies that p0 ∈ A−10. Since A−10 ⊂ C0, we get that
p0 = PC0u = PA−10u, which completes the proof. �
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4. Applications

In this section, using Theorem 3.1, we give three applications. We first consider
the convex minimization problem: Let H be a Hilbert space and let f : H →
] − ∞,∞] be a proper lower semicontinuous convex function. Then, the convex
minimization problem is to find x0 ∈ H such that

f(x0) = min
z∈H

f(z).

The subdifferential ∂f of f is defined as follows:

∂f(x) = {z ∈ H : f(x) + ⟨y − x, z⟩ ≤ f(y), ∀y ∈ H}

for all x ∈ H. Then we know that the subdifferential ∂f ⊂ H ×H of f is maximal
monotone. It is easy to see that (∂f)−10 = argmin{f(x) : x ∈ H}. If Jr is the
resolvent of ∂f for r > 0, then we also know that

Jrx = argmin
z∈H

{
f(z) +

1

2r
∥z − x∥2

}
for all x ∈ H (see [14,15,21] for more details).

As a direct consequence of Theorem 3.1, we can show the following result.

Corollary 4.1. Let H be a Hilbert space and let f : H →] − ∞,∞] be a proper
lower semicontinuous convex function with (∂f)−10 ̸= ∅. Let {δn} be a bounced
nonnegative real sequence such that δ0 = lim supn δn and let {rn} be a positive real
sequence such that lim infn rn > 0. For a given point u ∈ H, generate a sequence
{xn} by x1 = x ∈ H, C1 = H, and

yn = argmin
z∈H

{
f(z) +

1

2rn
∥z − xn∥2

}
,

Cn+1 = {z ∈ H : ⟨yn − z, xn − yn⟩ ≥ 0} ∩ Cn,

xn+1 ∈ {z ∈ H : ∥u− z∥2 ≤ d(u,Cn+1)
2 + δ2n+1} ∩ Cn+1

for all n ∈ N. Then

lim sup
n→∞

∥xn − yn∥ ≤ δ0.

Moreover, if δ0 = 0, then {xn} converges strongly to P(∂f)−10u.

Next, we consider the variational inequality problem: Let C be a nonempty closed
convex subset of a Hilbert space H and let T : C → H be a single-valued mapping.
Then, the variational inequality problem is to find x0 ∈ C such that

(4.1) ⟨y − x0, Tx0⟩ ≥ 0

for each y ∈ C. The set of such solutions is denoted by V I(C, T ).
A single-valued mapping T is said to be hemicontinuous if T is continuous from

each line segment of C to H with the weak topology. Let T be a single-valued,
monotone and hemicontinuous operator of C to H and let NC(x) be the normal
cone to C at x ∈ H, that is,

NC(x) := {z ∈ H : ⟨x− y, z⟩ ≥ 0, ∀y ∈ C}.
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We define the multi-valued operator A ⊂ H ×H by

Az :=

{
Tz +NC(z), z ∈ C,
∅, z /∈ C.

Then, A is maximal monotone and A−10 = V I(C, T ) (see [16, 21]). We also know
that, for each r > 0 and x ∈ H,

Jrx = (I + rA)−1x = V I (C, Tr,x) ,

where Tr,xz := Tz + (z − x)/r for each z ∈ C (see [21] for more details) .
As a direct consequence of Theorem 3.1, we can show the following result.

Corollary 4.2. Let C be a nonempty closed convex subset of a Hilbert space H
and let T be a single-valued, monotone and hemicontinuous operator of C to H.
Let {δn} be a bounded nonnegative real sequence such that δ0 = lim supn δn and let
{rn} be a positive real sequence such that lim infn rn > 0. For a given point u ∈ H,
generate a sequence {xn} by x1 = x ∈ H, C1 = H, and

yn = V I(C, Trn,xn),

Cn+1 = {z ∈ H : ⟨yn − z, xn − yn⟩ ≥ 0} ∩ Cn,

xn+1 ∈ {z ∈ H : ∥u− z∥2 ≤ d(u,Cn+1)
2 + δ2n+1} ∩ Cn+1

for all n ∈ N. If V I(C, T ) is nonempty, then

lim sup
n→∞

∥xn − yn∥ ≤ δ0.

Moreover, if δ0 = 0, then {xn} converges strongly to PV I(C,T )u.

Finally, we consider the equilibrium problem: Let C be a nonempty closed convex
subset of a Hilbert space H and let f be a bifunction from C ×C to R, where R is
the set of real numbers. Then, the equilibrium problem for f is to find x0 ∈ C such
that

f(x0, y) ≥ 0

for all y ∈ C. The set of such solutions is denoted by EP (f) (see [2, 4, 19] for
more details). For solving the equilibrium problem, let us assume that a bifunction
f : C × C → R satisfies the following conditions:

(A1) f(x, x) = 0 for all x ∈ C;
(A2) f is monotone, i.e., f(x, y) + f(y, x) ≤ 0 for all x, y ∈ C;
(A3) for each x, y, z ∈ C,

lim sup
t↓0

f(tz + (1− t)x, y) ≤ f(x, y);

(A4) f(x, ·) is convex and lower semicontinuous for all x ∈ C.

Let f be a bifunction from C × C to R satisfying (A1)-(A4) and let r > 0 and
x ∈ H. We define the Frx by

Frx =

{
z ∈ C : f(z, y) +

1

r
⟨y − z, z − x⟩ ≥ 0, ∀y ∈ C

}
.

Then, Frx is consists of at most one point. That is, Fr : H → C is single-valued
mapping. Such a Fr is called the resolvent of f for r (see [2,3,19] for more details).
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Let Af ⊂ H ×H be a multi-valued operator define by

Afx =

{
{z ∈ H : f(x, y) ≥ ⟨y − x, z⟩, ∀y ∈ C} x ∈ C,
∅ x ̸∈ C.

We know that EP (f) = A−1
f 0 and Af is maximal monotone. We also know that

the resolvent Fr of f coincides with the resolvent (I + rAf )
−1 of Af for each r > 0,

that is, Fr = (I + rAf )
−1 (see [1, 20] for more details) .

As a direct consequence of Theorem 3.1, we can show the following result.

Corollary 4.3. Let C be a nonempty closed convex subset of a Hilbert space H and
let f be a bifunction from C ×C to R satisfying (A1)-(A4). Let {δn} be a bounded
nonnegative real sequence such that δ0 = lim supn δn and let {rn} be a positive real
sequence such that lim infn rn > 0. For a given point u ∈ H, generate a sequence
{xn} by x1 = x ∈ H, C1 = H, and

yn = Frnxn,

Cn+1 = {z ∈ H : ⟨yn − z, xn − yn⟩ ≥ 0} ∩ Cn,

xn+1 ∈ {z ∈ H : ∥u− z∥2 ≤ d(u,Cn+1)
2 + δ2n+1} ∩ Cn+1

for all n ∈ N. If EP (f) is nonempty, then

lim sup
n→∞

∥xn − yn∥ ≤ δ0.

Moreover, if δ0 = 0, then {xn} converges strongly to PEP (f)u.
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