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than this upper bound for n ≥ 60 and m ≥ 20. In our cryptosystems proposed in [4]
we use these SAP solutions as the private keys. We can conclude that the private
keys of the SAP solutions, the l∞ norms of which are under this upper bound value,
must be secure against the LLL attacks in the dimension n ≥ 70 and m ≥ 30.

Our plan of this paper is as follows. In section 2 we give a brief review on lattices
and the LLL algorithm. In section 3, introducing p-adic approximation lattices, we
give some results on the minimum norms of the vectors in these lattices. In section
4 we construct the algorithm which gives the solutions of the 2nd type SAP from
the solutions of the 1st type SAP by the duality of the related p-adic lattices. In
section 5 we show some numerical results by using the algorithms given in section
4.

2. Lattice and LLL algorithm

In this section we give a brief review on lattices and the LLL algorithm. (For
details, see [7], [9].)

Given linearly independent vectors b1, ..., bn ∈ Rm, the lattice generated by these
vectors is defined by

L(b1, ..., bn) = {
n∑

i=1

xibi : xi ∈ Z}.

We refer to b1, ..., bn as a basis of the lattice.
Let B be the m×n matrix whose columns are b1, ..., bn, then the lattice generated

by B is

L(B) = {Bx : x ∈ Zn}.
We say that the rank of lattice is n and its dimension is m. If n = m, the lattice is
called a full-rank lattice. Hereafter we consider full-rank lattices.

For matrix B, P (B) = {Bx : x ∈ [0, 1)n} is called the fundamental parallelepiped
of B. Let Λ = L(B) be a lattice of rank n. We define the determinant of Λ,
denoted by det(Λ), as the n-dimensional volume of P (B). In the full rank case,
det(Λ) = | det(B)|.

The ith successive minimum of lattice Λ, λi(Λ), is defined by

λi(Λ) = inf{r : dim(span(Λ ∩B(0, r))) ≥ i}

where B(0, r) is a closed ball with its center 0 and its radius r > 0. The length of the
shortest nonzero vector in the lattice is denoted by λ1(Λ) and the second minimum
vector should be linearly independent to the shortest vector. The following estimate
for the shortest vector is given by Minkowski’s theorem in the l2 norm (Euclidean
norm).

(2.1) λ1(Λ) ≤
√
n{det(Λ)}1/n.

For the successive minimum in the l∞ norm we use the notation λ
(∞)
i (Λ) and we

also use λ
(2)
i (Λ) for those in the l2 norm to distinguish it from other norms. ∥ ∥p

denotes the lp norm for 1 ≤ p ≤ ∞.
Next we introduce the algorithm given by Lenstra, Lenstra and Lovász, which

approximately solves the Shortest Vector Problem (SVP) within a factor of 2O(n) for
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the lattices dimension n. The basic idea of LLL algorithm is to generalize Gauss’s
algorithm to higher dimensions. For a basis b1, ..., bn of a lattice, the Gram-Schmidt
orthogonalized basis b∗1, ..., b

∗
n, which satisfies

span(b1, ..., bk) = span(b∗1, ..., b
∗
k), k = 1, ..., n

bk =
k∑

i=1

µk,ib
∗
i , µk,i =

(bk, b
∗
i )

(b∗i , b
∗
i )

for i ≤ k − 1, µk,k = 1,

is essentially used to construct the reduced basis.

Definition 2.1. For a constant δ : 1/4 < δ < 1, a basis {b1, ..., bn} of a lattice is
called a δ-reduced basis if it satisfies the following two conditions.

• |µk,i| =
∣∣∣∣(bk, b∗i )(b∗i , b

∗
i )

∣∣∣∣ ≤ 1

2
for all i < k,

• for any pair of consecutive vectors bi, bi+1,

δ∥πi(bi)∥22 ≤ ∥πi(bi+1)∥22
where we define projection operations πi from Rn onto span(b∗i , b

∗
i+1, ..., b

∗
n) by

πi(x) =

n∑
j=i

(x, b∗j )

(b∗j , b
∗
j )
b∗j .

The following estimate is well-known for the first vector in a δ-LLL reduced basis.

Lemma 2.2. If B = (b1, ..., bn) ∈ Rn×n is a δ-LLL reduced basis with δ ∈ (1/4, 1),
then

(2.2) ∥b1∥2 ≤
(

2√
4δ − 1

)n−1

λ1(B).

Using the estimate (2.1), we obtain

(2.3) ∥b1∥2 ≤
√
n |det(B)|

1
n

(
2√

4δ − 1

)n−1

.

3. p-adic lattice

In this section we introduce p-adic approximation lattices and investigate si-
multaneous rational approximations of p-adic numbers. Let p be a fixed rational
prime number and | · |p be the corresponding p-adic valuation, normalized so that
|p|p = p−1. The completion of Q w.r.t. | · |p is called the field of p-adic numbers,
denoted by Qp. The strong triangle inequality

|a+ b|p ≤ max{|a|p, |b|p}, a, b ∈ Qp

is most important and essential to construct p-adic approximation lattices. The set
of p-adic integers is defined by Zp = {z ∈ Qp : |z|p ≤ 1}.

Let n ≥ 1 be an integer and let Ξ = {ξ1, ξ2, ..., ξn} be a n-tuple of p-adic integers.
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Definition 3.1. We denote by wn(Ξ) the supremum of the real numbers w such
that, for some infinitely many real numbers Xj , which goes to infinity, the inequal-
ities

0 < |a0,j + a1,jξ1 + · · ·+ an,jξn|p ≤ X−w−1
j ,

max
0≤i≤n

|ai,j | ≤ Xj ,

have a solution in integers a0,j , a1,j , ..., an,j .

Remark 3.2. For the case where ξ1 = ξ, ξ2 = ξ2, ..., ξn = ξn for a p-adic number ξ
the following results have been obtained (see [1]). wn(Ξ) = min{n, d − 1} holds if
ξ is algebraic of degree d and wn(Ξ) ≥ n for every p-adic number ξ, which is not
algebraic of degree at most n. In [10] Sprindžuk proved that wn(Ξ) = n for almost
all ξ in the sense of Haar Measure.

For a positive integer m we define the p-adic approximation lattice Γm by

(3.1) Γm = {(a0, a1, ..., an) ∈ Zn+1 : |a0 + a1ξ1 + · · ·+ anξn|p ≤ p−m}.
When a p-adic integer ξi has the p-adic expansion

ξi =
∞∑
k=0

xi,kp
k, 0 ≤ xi,k ≤ p− 1,

let ξi,m be the m-th order approximation of ξi defined by

ξi,m =
m−1∑
k=0

xi,kp
k.

Consider the basis {b0,m, b1,m, ..., bn,m} ⊂ Zn+1 of the lattice Γm given by

b0,m = (pm, 0, ..., 0)t, b1,m = (ξ1,m,−1, 0, ..., 0)t,

b2,m = (ξ2,m, 0,−1, 0, ..., 0)t, · · · , bn,m = (ξn,m, 0, ..., 0,−1)t.

In fact, we have bk,m ∈ Γm, ∀k, since we can estimate

|ξk,m − ξk|p ≤ p−m.

For Bm = (b0,mb1,m...bn,m) we have

Bm =


pm ξ1,m ξ2,m ... ξn,m
0 −1 0 ... 0
0 0 −1 ... 0
...

...
...

. . .
...

0 0 0 ... −1

 , | det(Bm)| = pm.

Applying the LLL algorithm for δ ∈ (1/4, 1), we denote {b0, b1, ..., bn} a reduced
basis and B = (b0 b1 ... bn). It follows from (2.3) that the shortest vector b0 in B
satisfies

∥b0∥2 ≤
√
n+ 1 |det(B)|

1
n+1

(
2√

4δ − 1

)n

(3.2)

=
√
n+ 1 |det(Bm)|

1
n+1

(
2√

4δ − 1

)n
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=
√
n+ 1 p

m
n+1

(
2√

4δ − 1

)n

.

Furthermore, it is known that

(3.3)

(
n∏

i=0

∥bi∥2

) 1
n+1

≤ Kn| det(B)|
1

n+1 = Knp
m

n+1 , Kn ∼ 2O(n)

for the reduced basis {b0, b1, ..., bn}.
In [3] we have obtained the following estimate on the minimum norm value

λ
(∞)
1 (Γm)(= λ

(∞)
1 (L(Bm))) by using the famous Dirichlet principle.

Theorem 3.3. For a n-tuple of p-adic integers Ξ = {ξ1, ..., ξn}, which are irrational
and linearly independent over Q, and each positive integer m, there exists a solution
in integers (a0,m, a1,m, ..., an,m) ∈ Zn+1, which satisfies

0 < |a0,m + a1,mξ1 + · · ·+ an,mξn|p ≤ p−m,(3.4)

max
0≤i≤n

|ai,m| ≤ p
m

n+1 .(3.5)

Consequently, we have

(3.6) λ
(∞)
1 (Γm) ≤ p

m
n+1 = det(Γm)

1
n+1

and

(3.7) wn(Ξ) ≥ n.

Let {c∗0,m, c∗1,m, ..., c∗n,m} be an orthogonal basis obtained by the Gram-Schmidt

process from a basis {c0,m, c1,m, ..., cn,m} of the approximation lattice Γm. We denote
the fundamental parallelepiped of the orthogonal basis by P (C∗

m) where C∗
m =

(c∗0,m, c∗1,m, ..., c∗n,m). Since min0≤i≤n ∥c∗i,m∥2 ≤ λ
(2)
1 (Γm) (cf. [7]), we can estimate

the upper and lower bound of λ
(∞)
1 (Γm) by Theorem 3.3.

(3.8)
1√
n+ 1

min
0≤i≤n

∥c∗i,m∥2 ≤
1√
n+ 1

λ
(2)
1 (Γm) ≤ λ

(∞)
1 (Γm) ≤ (

n∏
i=0

∥c∗i,m∥2)
1

n+1 .

Here the estimate
1√
n+ 1

λ
(2)
1 (Γm) ≤ λ

(∞)
1 (Γm)

can be proved as follows. Let c0 be the shortest vector in the l∞ norm,

∥c0∥∞ = λ
(∞)
1 (Γm).

Since we have
1√
n+ 1

∥c0∥2 ≤ ∥c0∥∞,

we can estimate
1√
n+ 1

λ
(2)
1 (Γm) ≤ 1√

n+ 1
∥c0∥2 ≤ ∥c0∥∞.

Next, using the same parameters as those of the upper bounds, we give the lower
bounds of the shortest vectors in the p-adic approximation lattices under some
additional hypotheses.
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Theorem 3.4. Let Ξ = {ξ1, ..., ξn} be a n-tuple of p-adic integers, which are irra-
tional and linearly independent over Q, and for positive integers m and s we assume
that the fundamental parallelepiped P (C∗

m−s) is almost contained in P (C∗
m), satis-

fying the following estimate

(3.9) det(Γm−s)
1

n+1 ≤ min
0≤i≤n

∥c∗i,m∥2.

Then we have

(3.10)
1√
n+ 1

p
m−s
n+1 ≤ λ

(∞)
1 (Γm) ≤ p

m
n+1 .

Proof. By using (3.8) and (3.9) and Theorem 3.3 we can estimate

1√
n+ 1

p
m−s
n+1 =

1√
n+ 1

det(Γm−s)
1

n+1 ≤ 1√
n+ 1

min
0≤i≤n

∥c∗i,m∥2

≤ 1√
n+ 1

λ
(2)
1 (Γm) ≤ λ

(∞)
1 (Γm) ≤ p

m
n+1

�

4. Dual lattice

Next we consider the following 2nd type of the simultaneous approximation prob-
lems. Let n ≥ 1 be an integer and let Ξ = {ξ1, ξ2, . . . , ξn} be a n-tuple of p-adic
integers.

Definition 4.1. We denote by νn(Ξ) the supremum of the real numbers ν such that,
for some infinitely many real numbers Yj , which goes to infinity, the inequalities

0 < max
1≤i≤n

|a0,jξi − ai,j |p ≤ Y −ν−1
j ,

max
0≤i≤n

|ai,j | ≤ Yj ,

have a solution in integers a0,j , a1,j , ..., an,j .

For a positive integer m we define the p-adic approximation lattice Λm by

(4.1) Λm = {(a0, a1, . . . , an) ∈ Zn+1 : max
1≤i≤n

|a0ξi − ai|p ≤ p−m}.

When a p-adic integer ξi has the p-adic expansion

ξi =

∞∑
k=0

xi,kp
k, 0 ≤ xi,k ≤ p− 1,

let ξi,m be the m-th order approximation of ξi defined by

(4.2) ξi,m =
m−1∑
k=0

xi,kp
k.

Consider the basis {b′0,m, b′1,m, . . . , b′n,m} ⊂ Zn+1 of the lattice Λm given by

b′0,m = (1, ξ1,m, ξ2,m, . . . , ξn,m)t, b′1,m = (0,−pm, 0, . . . , 0)t,

b′2,m = (0, 0,−pm, 0, . . . , 0)t, · · · , b′n,m = (0, 0, . . . , 0,−pm)t.
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In fact, we have b′k,m ∈ Λm, ∀k, since we can estimate

|ξk,m − ξk|p ≤ p−m.

For B′
m = (b′0,mb′1,m . . . b′n,m) we have

B′
m =


1 0 0 . . . 0

ξ1,m −pm 0 . . . 0
ξ2,m 0 −pm . . . 0
...

...
...

. . .
...

ξn,m 0 0 . . . −pm

 , | det(B′
m)| = pnm.

Applying the LLL algorithm for δ ∈ (1/4, 1), we denote {b′0, b′1, . . . , b′n} a reduced
basis and B′ = (b′0 b′1 . . . b′n). It follows from (2.3) that the shortest vector b′0 in
B′ satisfies

∥b′0∥2 ≤
√
n+ 1

∣∣det(B′)
∣∣ 1
n+1

(
2√

4δ − 1

)n

(4.3)

=
√
n+ 1

∣∣det(B′
m)
∣∣ 1
n+1

(
2√

4δ − 1

)n

=
√
n+ 1 p

mn
n+1

(
2√

4δ − 1

)n

.

In [3] we have obtained the following theorem on the estimates of the minimum

norm value λ
(∞)
1 (Λm)(= λ

(∞)
1 (L(B′

m))).

Theorem 4.2. For a n-tuple of p-adic integers Ξ = {ξ1, . . . , ξn}, which are irra-
tional and linearly independent over Q, and each positive integer m, there exists a
solution in integers (a0,m, a1,m, . . . , an,m) ∈ Zn+1, which satisfies

0 < max
1≤i≤n

|a0,mξi − ai,m|p ≤ p−m,(4.4)

max
0≤i≤n

|ai,m| ≤ p
nm
n+1 .(4.5)

Consequently, we have

(4.6) λ
(∞)
1 (Λm) ≤ p

nm
n+1 = det(Λm)

1
n+1

and

(4.7) νn(Ξ) ≥
1

n
.

For a lattice L(A) with its basis square matrix A, define its dual lattice L(A)∗ by

L(A)∗ = L((At)−1)

where At is the transpose of the matrix of A.
For the 1st type lattice Γm = L(Bm) and the 2nd type lattice Λm = L(B′

m) we
have the following theorem.
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Theorem 4.3. For a positive integer m and the 1st type lattice Γm = L(Bm) and the
2nd type lattice Λm = L(B′

m), let B = BmU and B′ = B′
mV for some unimodular

matrices U, V . Then the following duality relation

(4.8) L(B′) = Λm = pmΓ∗
m = L(pm(Bt)−1)

holds.

Proof. From the definitions of Bm and B′
m we have

B′
m = pm(Bt

m)−1.

Since L(AW ) = L(A) for any unimodular matrix W , we can easily obtain the
following sequence of estimates.

L(B′) = L(B′
m) = L(pm(Bt

m)−1)

= L(pm(Bt)−1) = pmΓ∗
m.

�

Since the solutions of the 1st SAP are given by the reduced matrix B and the
solutions of the 2nd SAP are given by B′, it follows from (4.8) that we can construct
an algorithm, which gives the 2nd SAP solutions from the 1st SAP solutions by
applying the LLL algorithm.

5. Numerical experiments

We apply the algorithm given in section 4 to obtain the solutions of the 2nd type
simultaneous approximation problem for the small parameters. Let p = 13, n =

5,m = 10, ξi = u
1

103
i , ui = 5, 29, 53, 61, 75. Here we apply the algorithm obtained by

Theorem 4.3. Using the m-th order approximation of ξi, we define the lattice-basis
matrix Bm. Here we note that the basis vectors are row vectors in Sage.

Bm =


137858491849 0 0 0 0 0
76365194160 −1 0 0 0 0
51552443868 0 −1 0 0 0
66523226082 0 0 −1 0 0
72516179394 0 0 0 −1 0
89446562878 0 0 0 0 −1

 .

Applying the LLL algorithm to Bm, we obtain the LLL reduced matrix B.

B =


11 −32 −5 −29 19 4

−37 −8 9 −1 25 −41
−8 −13 −2 50 24 45
1 30 59 −23 −8 21

−65 −24 −43 −16 16 18
8 −94 49 3 −88 −33


Since pm/(n+1) = 71.8740..., almost all elements of B, 92%, is less than pm/(n+1).
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Next we calculate the matrix pm(Bt)−1

=


1241486672 −1565359053 338147086 −1393149657 1783053986 380504601
−810996656 −274240281 1079088758 519376011 1399964275 −1499174723
−74674568 −734001285 714653880 1364167122 892328270 878314484

−691724231 368990416 1527445157 −791918767 21495681 919955864
−1473720392 −94860410 −580868135 −691166009 −686783704 819031658
−187779451 −666858520 330002901 165127974 −667340744 −38924698

 .

Here we can admit that the l∞ norm of the shortest vector b′ = (b′0, b
′
1, ..., b

′
n) in

the reduced basis B′ satisfies the SAP estimate conditions

|b′0ξi − b′i|p ≤ 13−10, ∀i
and

∥b′∥∞ = 1364167122 < 1918055940.1 · · · = 1350/11 = pmn/(n+1).

Next we give the graphs which compare these numerical minimum and max-
imum vectors in the reduced dual basis B′ = pm(Bt)−1 and the values Xm =

pmn/(n+1) for the approximation orders m from 5 to 40 and the dimensions n =
20, 40, 50, 60, 70, 80. We plot the ratio of the l∞ norms of the minimum and maxi-
mum vectors to the values Xm, for which we constantly set the value 1. To specify
the behaviors of the minimum vectors we plot the values of maximum vectors only
for the case n = 20, 40.

We investigate the following case.

• p = 13: prime number

• ξi = u
1

103
i : p-adic number, 103rd root of ui:

11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 27, 28, 29, 30, 31, 32,
33, 34, 35, 36, 37, 38, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 53, 54,
55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75,
76, 77, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 92, 93, 94, 95, 96, 97

• m = 5, 6, ..., 40: approximation orders
• n = 20, 40, 50, 60, 70, 80: dimensions

We use the following line styles.

− · − · − · ratio of maximum norms of the reduced basis vectors in l∞

––––––– Xm = pnm/(n+1) ≡ 1

– – – ratio of minimum norms of the reduced basis vectors in l∞.

From these graphs we can find that the SAP condition (4.5) is satisfied in the
dimensions under n = 50 for almost all the approximation order m, but not satisfied
for n ≥ 60 and m ≥ 20. In our cryptosystems proposed in [4] we use these SAP
solutions as the private keys. The private keys of the SAP solutions, which satisfy
(4.5), must be secure against the LLL attacks in the dimension n ≥ 70 and m ≥ 30.
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Figure 1. n=20 Figure 2. n=40

Figure 3. n=50 Figure 4. n=60

Figure 5. n=70 Figure 6. n=80
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