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and 7.4] that the following hold: If E is a smooth, strictly convex, and reflexive
Banach space and C is a nonempty bounded closed convex subset of E, then every
mapping T : C → C of type (P) has a fixed point. Further, if E has the Kadec–Klee
property, then every mapping T : C → E of type (P) is norm-to-norm continuous.
The following are typical examples of mappings of type (P) in a smooth, strictly
convex, and reflexive Banach space E:

• If C is a nonempty closed convex subset of E, then the metric projection
PC of E onto C is of type (P) and F(PC) = C, where F(PC) is the set of
fixed points of PC ;

• if A : E → 2E
∗
is maximal monotone, then the resolvent JA : E → E of A

given by JA = (I + J−1A)−1 is of type (P) and F(JA) = A−10, where I is
the identity mapping on E.

See also [3,5,8] for more details on several results related to mappings of type (P).
Later, Kimura and Saejung [22] proposed the concept of cutter mappings of

type (P) in Banach spaces and studied the approximation of fixed points of such
mappings. Recall that T : C → E is said to be a cutter mapping of type (P) in the
sense of [22] if F(T ) is nonempty and

⟨Tx− y, J(x− Tx)⟩ ≥ 0(1.3)

for all x ∈ C and y ∈ F(T ), where C is a nonempty subset of a smooth Banach
space E. Every mapping of type (P) with a fixed point is clearly a cutter mapping
of type (P).

On the other hand, as we see in Section 5, the subgradient projections associated
with metric projections in Banach spaces are cutter mappings of type (P). This
projection is a generalization of metric projections in Banach spaces. It is known [4,
Section 4] that this projection is not generally idempotent and can be discontinuous
even in Hilbert spaces. The notion of subgradient projections in Hilbert spaces was
studied in [4, 12, 13]. Bauschke and Combettes [14] also studied the subgradient
projections associated with Bregman projections in Banach spaces.

This paper is organized as follows. In Section 2, we recall some definitions and
results needed in this paper. In Section 3, we obtain some fundamental results for
cutter mappings of type (P) in Banach spaces. We then obtain weak and strong
convergence theorems for a finite family of such mappings. In Section 4, we obtain
two strong convergence theorems for a sequence of cutter mappings of type (P)
in Banach spaces. We also apply our results to the fixed point problem for NST
mappings in the sense of [21, 30]. In Section 5, we obtain some basic results for
subgradient projections associated with metric projections in Banach spaces. Sev-
eral applications to convex feasibility problems in Banach spaces are also included
in Section 6.

2. Preliminaries

Throughout the present paper, E denotes a real Banach space, E∗ the dual of E,
∥ · ∥ the norms of E and E∗, SE the unit sphere of E, BE the closed unit ball of E,
⟨x, x∗⟩ the value of x∗ ∈ E∗ at x ∈ E, I the identity mapping on E, R the set of
real numbers, and N the set of positive integers. Strong convergence of a sequence
{xn} in E to x ∈ E is denoted by xn → x and weak convergence by xn ⇀ x.
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Let C be a nonempty subset of a Banach space E and T : C → E a mapping.
We denote by F(T ) the set of fixed points of T . A point p ∈ C is said to be an
asymptotic fixed point [32] of T if C contains a sequence {xn} such that it is weakly
convergent to p and xn − Txn → 0. The set of asymptotic fixed points of T is
denoted by F̂(T ).

Let E be a Banach space. It is said to be smooth if the limit

(2.1) lim
t→0

∥x+ ty∥ − ∥x∥
t

exists for all x, y ∈ SE . In this case, the duality mapping J of E given by

Jx =
{
x∗ ∈ E∗ : ⟨x, x∗⟩ = ∥x∥2 = ∥x∗∥2

}
for x ∈ E is single valued and the function ϕ : E × E → [0,∞) is defined by

ϕ(x, y) = ∥x∥2 − 2 ⟨x, Jy⟩+ ∥y∥2

for all x, y ∈ E. The space E is said to be uniformly smooth if the limit (2.1)
attains uniformly in x, y ∈ SE . The duality mapping J of a smooth Banach space
E is said to be weakly sequentially continuous if {Jxn} is weakly* convergent to
Jx whenever {xn} is a sequence in E which is weakly convergent to x ∈ E. The
space E is said to be strictly convex if ∥x+ y∥ < 2 whenever x, y ∈ SE and x ̸= y.
It is known that if E is smooth, strictly convex, and reflexive, then J : E → E∗ is a
bijection. The space E is said to have the Kadec–Klee property if xn → x whenever
{xn} is a sequence in E, xn ⇀ x ∈ E, and ∥xn∥ → ∥x∥. The space E is said to be
uniformly convex if δE(ε) > 0 for all ε ∈ (0, 2], where

δE(ε) = inf

{
1− ∥x+ y∥

2
: x, y ∈ BE , ∥x− y∥ ≥ ε

}
for all ε ∈ (0, 2]. If E is uniformly convex, then it is both strictly convex and
reflexive, and has the Kadec–Klee property. The space E is also said to be 2-
uniformly convex if there exists c > 0 such that δE(ε) ≥ cε2 for all ε ∈ (0, 2]. In
this case, the 2-uniform convexity constant µE is defined as the minimum value of
the set of all µ ≥ 1 such that

1

2

(
∥x+ y∥2 + ∥x− y∥2

)
≥ ∥x∥2 +

∥∥µ−1y
∥∥2

for all x, y ∈ E. It is known that µE = 1 whenever E is a Hilbert space. We know
the following lemma:

Lemma 2.1 ( [5, Lemma 2.2]). If E is a smooth and 2-uniformly convex Banach

space, then (∥x− y∥ /µE)
2 ≤ ϕ(x, y) for all x, y ∈ E.

Let E be a strictly convex and reflexive Banach space and C a nonempty closed
convex subset of E. It is known that for each x ∈ E, there exists a unique point
x̂ ∈ C such that ∥x̂− x∥ ≤ ∥y − x∥ for all y ∈ C. The metric projection PC of
E onto C is defined by PC(x) = x̂ for all x ∈ E. If E is also smooth and x ∈ E,
then there exists a unique x̌ ∈ C such that ϕ(x̌, x) ≤ ϕ(y, x) for all y ∈ C. The
generalized projection QC of E onto C is defined by QC(x) = x̌ for all x ∈ E;
see [1, 20]. We know the following fundamental lemma:
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Lemma 2.2 ( [33, Corollary 6.5.5]). Let E be a smooth, strictly convex, and reflexive
Banach space, C a nonempty closed convex subset of E, PC the metric projection
of E onto C, x an element of E, and z an element of C. Then PC(x) = z if and
only if ⟨z − y, J(x− z)⟩ ≥ 0 for all y ∈ C.

Let E be a smooth Banach space and C a nonempty subset of E. A mapping
U : C → E is said to be strongly relatively nonexpansive [11,24,32] if the following
conditions are satisfied:

• F̂(U) = F(U) ̸= ∅ and ϕ(u,Ux) ≤ ϕ(u, x) for all u ∈ F(U) and x ∈ C;
• ϕ(Uzn, zn) → 0 whenever {zn} is a bounded sequence in C such that

ϕ(u, zn)− ϕ(u,Uzn) → 0

for some u ∈ F(U).

See also [27, 28] on the definition of relatively nonexpansive mappings. We know
the following lemma:

Theorem 2.3 ( [7, Theorem 3.4]). Let E be a uniformly smooth and uniformly con-
vex Banach space and S, T : E → E strongly relatively nonexpansive mappings such
that F(S)∩F(T ) is nonempty. Then ST : E → E is strongly relatively nonexpansive
and F(ST ) = F(S) ∩ F(T ).

Using [9, Example 3.1 and Theorem 4.1] and [2, Theorem 4.1], we can obtain the
following weak and strong convergence theorems for strongly relatively nonexpansive
mappings, respectively.

Theorem 2.4. Let E be a smooth and uniformly convex Banach space such that
J is weakly sequentially continuous, x an element of E, and U : E → E a strongly
relatively nonexpansive mapping. Then {Unx} converges weakly to the strong limit
of {QF(U)(U

nx)}.

Theorem 2.5. Let E be a smooth and uniformly convex Banach space, U : E → E a
strongly relatively nonexpansive mapping, {αn} a sequence in (0, 1] such that αn → 0
and

∑∞
n=1 αn = ∞, v an element of E, and {xn} a sequence defined by x1 ∈ E and

xn+1 = J−1
(
αnJv + (1− αn)JUxn

)
(2.2)

for all n ∈ N. Then {xn} converges strongly to QF(U)(v).

Let C be a nonempty subset of a Banach space E and {Tn} a sequence of map-
pings of C into E such that F =

∩∞
n=1F(Tn) is nonempty. Then {Tn} is said to

satisfy the condition (Z2) if every weak cluster point of {zn} belongs to F whenever
{zn} is a bounded sequence in C such that zn − Tnzn → 0 and zn − zn+1 → 0;
see [8] for more details. It is also said to satisfy the condition (Z3) if p ∈ F when-
ever {zn} is a sequence in C such that zn → p and zn − Tnzn → 0. Note that the
condition (Z2) implies the condition (Z3). We know the following lemma:

Lemma 2.6 ( [8, Lemma 2.5]). Let C be a nonempty subset of a Banach space E,
{Sn} a sequence of mappings of C into E such that F =

∩∞
n=1F(Sn) is nonempty,

{αn} a sequence of real numbers such that supn αn < 1, {Tn} a sequence of mappings
of C into E defined by Tn = αnI + (1 − αn)Sn for all n ∈ N. If {Sn} satisfies the
condition (Z2), then so does {Tn}.
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We also know the following lemma; see [7, Lemma 4.1] and [6, Lemma 3.1] for
related results:

Lemma 2.7 ( [8, Lemma 3.1]). Let E be a smooth and uniformly convex Banach
space, both {Mn} and {Nn} sequences of nonempty closed convex subsets of E, x
an element of E, and {xn} a sequence in E such that xn = PNn(x), xn+1 ∈ Nn,
and xn+1 = PMn(x) for all n ∈ N. If

∩∞
n=1Mn ̸= ∅, then {xn} is bounded and

xn+1 − xn → 0. Further, if there exists a nonempty closed convex subset F of E
such that F ⊂

∩∞
n=1Mn and every weak cluster point of {xn} belongs to F , then

{xn} converges strongly to PF (x).

Let {Dn} be a sequence of nonempty closed convex subsets of a Banach space E.
We denote by s-LinDn the set of all z ∈ E such that there exists a sequence {zn}
in E satisfying zn ∈ Dn for all n ∈ N and zn → z. We also denote by w-LsnDn

the set of all z ∈ E such that there exist an increasing sequence {ni} in N and a
sequence {zi} in E satisfying zi ∈ Dni for all i ∈ N and zi ⇀ z. The sequence {Dn}
is Mosco convergent [29] to D if

D = s-Li
n

Dn = w-Ls
n

Dn.

It is known that if Dn ⊃ Dn+1 for all n ∈ N, then {Dn} is Mosco convergent to∩∞
n=1Dn. See also [15,16] for more details on Mosco convergence.
In 1984, Tsukada [35] obtained the following celebrated theorem on the relation

between the Mosco convergence and the pointwise convergence of metric projections
in Banach spaces:

Theorem 2.8 ( [35, Theorem 3.2]). Let E be a strictly convex and reflexive Banach
space with the Kadec–Klee property and {Dn} a sequence of nonempty closed convex
subsets of E. If {Dn} is Mosco convergent to a nonempty subset D of E, then
{PDn(x)} converges strongly to PD(x) for all x ∈ E.

3. Fundamental properties of cutter mappings

In this section, we show some fundamental properties of cutter mappings of
type (P) in Banach spaces and obtain weak and strong convergence theorems for a
finite family of such mappings.

Using some ideas in [5, Lemma 3.2 and Corollary 4.2] and [8, Lemma 2.2], we
show the following two lemmas for cutter mappings of type (P), respectively:

Lemma 3.1. Let E be a uniformly smooth and 2-uniformly convex Banach space,
T : E → E a cutter mapping of type (P) such that F̂(T ) = F(T ), β a real number

such that 0 < β < 2/ (µE)
2, and S the mapping defined by

S = J−1
(
J − βJ(I − T )

)
.

Then F(S) = F(T ),

(3.1) ϕ(u, Sx) +
1

2

(
2

(µE)
2 − β

)
∥Sx− x∥2 ≤ ϕ(u, x)

for all u ∈ F(S) and x ∈ E, and S : E → E is strongly relatively nonexpansive.
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Proof. By the definition of S, we can easily show that F(S) = F(T ). This implies
that F(S) is nonempty.

We first show (3.1). Let u ∈ F(S) and x ∈ E be given. Since T is a cutter
mapping of type (P), we have

ϕ(u, Sx) + ϕ(Sx, x)− ϕ(u, x)

= 2 ⟨u− Sx, Jx− JSx⟩
= 2β ⟨u− Sx, J(x− Tx)⟩
= 2β

(
⟨u− Tx, J(x− Tx)⟩+ ⟨Tx− Sx, J(x− Tx)⟩

)
≤ 2β

(
−∥x− Tx∥2 + ⟨x− Sx, J(x− Tx)⟩

)
≤ 2β

(
−∥x− Tx∥2 + ∥x− Sx∥ ∥x− Tx∥

)
≤ β

2
∥x− Sx∥2 .

(3.2)

By Lemma 2.1, we have

1

(µE)
2 ∥x− Sx∥2 ≤ ϕ(Sx, x).(3.3)

By (3.2) and (3.3), we see that (3.1) holds, and thus ϕ(u, Sx) ≤ ϕ(u, x) for all
u ∈ F(S) and x ∈ E.

We next show that F̂(S) = F(S). Let p be an element of F̂(S). Then we have
a sequence {xn} in E such that xn ⇀ p and xn − Sxn → 0. Since E is uniformly
smooth, J is uniformly norm-to-norm continuous on each bounded subset of E.
This implies that

β ∥xn − Txn∥ = ∥Jxn − JSxn∥ → 0

and hence p ∈ F̂(T ). Since F̂(T ) = F(T ) and F(S) = F(T ), we know that

p ∈ F(S). Thus we see that F̂(S) = F(S).
Let {zn} be a bounded sequence in E such that

ϕ(v, zn)− ϕ(v, Szn) → 0(3.4)

for some v ∈ F(S). By (3.1) and (3.4), we have

1

2

(
2

(µE)
2 − β

)
∥Szn − zn∥2 ≤ ϕ(v, zn)− ϕ(v, Szn) → 0.

This implies that ∥Szn − zn∥ → 0 and hence ϕ(Szn, zn) → 0. □
Lemma 3.2. Let E be a smooth Banach space, C a nonempty subset of E, and
T : C → E a cutter mapping of type (P). Then the following hold:

(i) If C is closed and convex, then F(T ) is closed and convex;
(ii) if λ ∈ [0, 1), then the mapping U : C → E defined by U = λI + (1 − λ)T is

a cutter mapping of type (P).

Proof. We first show (i). Let u, v ∈ F(T ) and λ ∈ [0, 1] be given and set z =
λu + (1 − λ)v. Then the convexity of C implies that z ∈ C. Since T is a cutter
mapping of type (P), we have

∥z − Tz∥2 = ⟨z − Tz, J(z − Tz)⟩
= λ ⟨u− Tz, J(z − Tz)⟩+ (1− λ) ⟨v − Tz, J(z − Tz)⟩ ≤ 0
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and hence z ∈ F(T ). Thus F(T ) is convex. Let {un} be a sequence in F(T ) which
is strongly convergent to w. Then the closedness of C implies that w ∈ C. Since T
is a cutter mapping of type (P), we have

∥w − Tw∥2 = ⟨w − Tw, J(w − Tw)⟩
= ⟨w − un, J(w − Tw)⟩+ ⟨un − Tw, J(w − Tw)⟩
≤ ⟨w − un, J(w − Tw)⟩ → 0

and hence w ∈ F(T ). Thus F(T ) is closed.
We next show (ii). It obviously holds that F(T ) = F(U) and hence F(U) is

nonempty. Let x ∈ C and u ∈ F(U) be given. Since I − U = (1 − λ)(I − T ) and
u ∈ F(T ), we have

⟨Ux− u, J(x− Ux)⟩

= (1− λ)λ ∥x− Tx∥2 + (1− λ) ⟨Tx− u, J(x− Tx)⟩ ≥ 0.

Therefore, U is a cutter mapping of type (P). □

By Theorems 2.3, 2.4, and Lemma 3.1, we obtain the following weak convergence
theorem:

Theorem 3.3. Let E be a uniformly smooth and 2-uniformly convex Banach space
such that J is weakly sequentially continuous, {Ti}mi=1 a finite family of cutter map-

pings of type (P) of E into itself such that F̂(Ti) = F(Ti) for all i ∈ {1, 2, . . . ,m}
and F =

∩m
i=1F(Ti) is nonempty, β a real number such that 0 < β < 2/ (µE)

2, Si

the mapping defined by Si = J−1
(
J−βJ(I−Ti)

)
for all i ∈ {1, 2, . . . ,m}, and {xn}

a sequence defined by x1 ∈ E and

xn+1 = S1S2 · · ·Smxn

for all n ∈ N. Then {xn} converges weakly to the strong limit of {QF (xn)}.

By Theorems 2.3, 2.5, and Lemma 3.1, we also obtain the following strong con-
vergence theorem:

Theorem 3.4. Let E, {Ti}mi=1, F , β, and {Si}mi=1 be the same as in Theorem 3.3,
{αn} a sequence in (0, 1] such that αn → 0 and

∑∞
n=1 αn = ∞, v an element of E,

and {xn} a sequence defined by x1 ∈ E and

xn+1 = J−1
(
αnJv + (1− αn)JS1S2 · · ·Smxn

)
for all n ∈ N. Then {xn} converges strongly to QF (v).

4. Convergence theorems for a sequence of cutter mappings

In this section, we obtain two strong convergence theorems for a sequence of
cutter mappings of type (P) in Banach spaces.

The following theorem is a generalization of [8, Theorem 3.2]:

Theorem 4.1. Let E be a smooth, strictly convex, and reflexive Banach space, C
a nonempty closed convex subset of E, and {Tn} a sequence of cutter mappings of
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type (P) of C into E such that F =
∩∞

n=1F(Tn) is nonempty, x an element of E,
and {xn} a sequence defined by x1 = PC(x) and

Cn =
{
z ∈ C : ⟨Tnxn − z, J(xn − Tnxn)⟩ ≥ 0

}
;

Dn =
{
z ∈ C : ⟨xn − z, J(x− xn)⟩ ≥ 0

}
;

xn+1 = PCn∩Dn(x)

for all n ∈ N. Then the following hold:

(i) F ⊂ Cn ∩Dn for all n ∈ N and {xn} is well defined;
(ii) if E is uniformly convex and {Tn} satisfies the condition (Z2), then {xn}

converges strongly to PF (x).

Proof. We first show (i). It is obvious that Cn and Dn are closed and convex for
all n ∈ N. Since Tn is a cutter mapping of type (P), it follows that F ⊂ Cn for all
n ∈ N. We next show that F ⊂ Cn ∩ Dn for all n ∈ N. Noting that D1 = C, we
have

F ⊂ C1 = C1 ∩D1.

If F ⊂ C1∩D1, C2∩D2, . . . , Cn−1∩Dn−1 for some n ≥ 2, then Ck∩Dk is nonempty
for all k ∈ {1, 2, . . . , n − 1} and hence {x2, . . . , xn}, Cn, and Dn are well defined.
By Lemma 2.2 and the definition of {x2, . . . , xn}, we know that Ck−1 ∩Dk−1 ⊂ Dk

for all k ∈ {2, . . . , n}. Consequently, we have

Cn ∩Dn ⊃ Cn ∩ (Cn−1 ∩Dn−1)

⊃ Cn ∩ Cn−1 ∩ · · · ∩ C1 ∩D1 =
n∩

i=1

Ci ⊃ F

and hence F ⊂ Cn ∩Dn for all n ∈ N. Thus {xn} is well defined.
We next show (ii). Set Mn = Cn ∩ Dn and Nn = Dn for all n ∈ N. Then it is

obvious that both {Mn} and {Nn} are sequences of nonempty closed convex subsets
of E and F ⊂

∩∞
n=1Mn. It is also obvious that xn+1 = PMn(x), xn = PNn(x), and

xn+1 ∈ Nn for all n ∈ N. Hence it follows from Lemma 2.7 that {xn} is bounded
and xn+1 − xn → 0. Since xn+1 ∈ Cn, we have

∥xn − Tnxn∥2 = ⟨xn − xn+1, J(xn − Tnxn)⟩+ ⟨xn+1 − Tnxn, J(xn − Tnxn)⟩
≤ ⟨xn − xn+1, J(xn − Tnxn)⟩
≤ ∥xn − xn+1∥ ∥xn − Tnxn∥

and hence ∥xn − Tnxn∥ ≤ ∥xn − xn+1∥ → 0. Since {Tn} satisfies the condition (Z2),
we know that every weak cluster point of {xn} belongs to F . It also follows from
Lemma 3.2 that F is closed and convex. Therefore Lemma 2.7 implies that {xn}
converges strongly to PF (x). □

We next show another convergence theorem by the shrinking projection method
introduced in [34]. Before obtaining it, we show the following:

Lemma 4.2. Let E be a smooth Banach space, C a nonempty subset of E, and
{Tn} a sequence of mappings of C into E such that F =

∩∞
n=1F(Tn) is nonempty
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and {Tn} satisfies the condition (Z3). If {xn} is a sequence in C which is strongly
convergent to an element u of the set

∞∩
n=1

{
z ∈ C : ⟨Tnxn − z, J(xn − Tnxn)⟩ ≥ 0

}
,

then u ∈ F .

Proof. By assumption, we have

∥xn − Tnxn∥2 = ⟨xn − u, J(xn − Tnxn)⟩+ ⟨u− Tnxn, J(xn − Tnxn)⟩
≤ ⟨xn − u, J(xn − Tnxn)⟩
≤ ∥xn − u∥ ∥xn − Tnxn∥

and hence ∥xn − Tnxn∥ ≤ ∥xn − u∥ for all n ∈ N. Since xn → u, we know that
xn−Tnxn → 0. Since {Tn} satisfies the condition (Z3), we conclude that u ∈ F . □

Using some techniques in [21, 23], we obtain the following theorem, which is a
generalization of [8, Theorem 3.5]:

Theorem 4.3. Let E be a smooth, strictly convex, and reflexive Banach space, C a
nonempty closed convex subset of E, {Tn} a sequence of cutter mappings of type (P)
of C into E such that F =

∩∞
n=1F(Tn) is nonempty, x an element of E, and {xn}

a sequence defined by x1 ∈ C, C1 = C, and{
Cn+1 = {z ∈ C : ⟨Tnxn − z, J(xn − Tnxn)⟩ ≥ 0} ∩ Cn;

xn+1 = PCn+1(x)

for all n ∈ N. Then the following hold:

(i) F ⊂ Cn for all n ∈ N and {xn} is well defined;
(ii) if E has the Kadec–Klee property and {Tn} satisfies the condition (Z3), then

{xn} converges strongly to PF (x).

Proof. We first show (i). Since each Tn is a cutter mapping of type (P), we have

⟨Tny − z, J(y − Tny)⟩ ≥ 0

for all y ∈ C, z ∈ F , and n ∈ N and hence F ⊂ Cn for all n ∈ N. This implies that
each Cn is a nonempty closed convex subset of E and hence {xn} is well defined.

We next show (ii). Set F0 =
∩∞

n=1Cn. Since F ⊂ F0, we have

∥PF0(x)− x∥ = inf
y∈F0

∥y − x∥ ≤ inf
y∈F

∥y − x∥ .(4.1)

On the other hand, since Cn ⊃ Cn+1 for all n ∈ N, the sequence {Cn} is Mosco
convergent to F0. Since F0 is nonempty, Theorem 2.8 ensures that {xn} converges
strongly to PF0(x). Since {Tn} satisfies the condition (Z3) and

xn → PF0(x) ∈
∞∩
n=1

{z ∈ C : ⟨Tnxn − z, J(xn − Tnxn)⟩ ≥ 0},

Lemma 4.2 implies that

PF0(x) ∈ F.(4.2)
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By (4.1) and (4.2), we conclude that PF0(x) = PF (x). Therefore, the sequence {xn}
converges strongly to PF (x). □

We next apply Theorems 4.1 and 4.3 to the fixed point problem for NST mappings
in Banach spaces.

Let E be a smooth Banach space, C a nonempty subset of E, and α a positive
real number. A mapping S : C → E is said to be an α-NST-mapping if

• F(S) is nonempty;

• ⟨x− u, J(x− Sx)⟩ ≥ α ∥x− Sx∥2 for all x ∈ C and u ∈ F(S);

see [21,30] for more details. Every cutter mapping of type (P) of C into E is clearly
a 1-NST mapping. We show the following lemmas:

Lemma 4.4. Let E be a smooth Banach space, C a nonempty subset of E, α a
positive real number, S : C → E an α-NST mapping, and T : C → E a mapping
defined by T = (1 − α)I + αS. Then F(T ) = F(S) and T is a cutter mapping of
type (P).

Proof. The first part is clear. We show the second part. Let x ∈ C and u ∈ F(T ) =
F(S) be given. Then we have

⟨Tx− u, J(x− Tx)⟩ = −∥x− Tx∥2 + ⟨x− u, J(x− Tx)⟩

= α
(
−α ∥x− Sx∥2 + ⟨x− u, J(x− Sx)⟩

)
≥ 0.

This completes the proof. □
Lemma 4.5. Let E be a smooth Banach space, C a nonempty subset of E, {αn} a
sequence of positive real numbers such that infn αn > 0, {Sn} a sequence of mappings
of C into E such that F =

∩∞
n=1F(Sn) is nonempty, and {Tn} a sequence of

mappings of C into E defined by Tn = (1 − αn)I + αnSn for each n ∈ N. If {Sn}
satisfies the condition (Z3), then so does {Tn}.
Proof. It is clear that

∩∞
n=1F(Tn) = F ̸= ∅. Let {zn} be a sequence in C such that

zn − Tnzn → 0. Then it is clear that

∥zn − Snzn∥ =
1

αn
∥zn − Tnzn∥ ≤ 1

infn αn
∥zn − Tnzn∥ → 0.

This implies the conclusion. □
Using Lemmas 2.6, 4.4, and Theorem 4.1, we obtain the following theorem, which

is a slight generalization of [30, (i) of Theorem 3.1] and [30, Theorem 3.2]:

Theorem 4.6. Let E be a smooth, strictly convex, and reflexive Banach space, C a
nonempty closed convex subset of E, {αn} a sequence of positive real numbers, and
Sn : C → E an αn-NST mapping for all n ∈ N. Suppose that F =

∩∞
n=1F(Sn) is

nonempty and infn αn > 0. Let x be an element of E and {xn} a sequence defined
by x1 = PC(x) and

Cn =
{
z ∈ C : ⟨xn − z, J(xn − Snxn)⟩ ≥ αn ∥xn − Snxn∥2

}
;

Dn =
{
z ∈ C : ⟨xn − z, J(x− xn)⟩ ≥ 0

}
;

xn+1 = PCn∩Dn(x)

for all n ∈ N. Then the following hold:
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(i) F ⊂ Cn ∩Dn for all n ∈ N and {xn} is well defined;
(ii) if E is uniformly convex and {Sn} satisfies the condition (Z2), then {xn}

converges strongly to PF (x).

Using Lemmas 4.4, 4.5, and Theorem 4.3, we obtain the following theorem, which
is a slight generalization of [21, Theorem 3.1]:

Theorem 4.7. Let E and C be the same as in Theorem 4.3, {αn} a sequence of
positive real numbers, and Sn : C → E an αn-NST mapping for all n ∈ N. Suppose
that F =

∩∞
n=1F(Sn) is nonempty and infn αn > 0. Let x be an element of E and

{xn} a sequence defined by x1 ∈ C, C1 = C, and{
Cn+1 =

{
z ∈ C : ⟨xn − z, J(xn − Snxn)⟩ ≥ αn ∥xn − Snxn∥2} ∩ Cn;

xn+1 = PCn+1(x)

for all n ∈ N. Then the following hold:

(i) F ⊂ Cn for all n ∈ N and {xn} is well defined;
(ii) if E has the Kadec–Klee property and {Sn} satisfies the condition (Z3), then

{xn} converges strongly to PF (x).

5. Subgradient projections in Banach spaces

In this section, we study some fundamental properties of subgradient projections
associated with metric projections in Banach spaces.

The notion of subgradient projections in Hilbert spaces was studied in [4, Sec-
tion 4], [12, Section 7], and [13, Proposition 2.3]. It is known that this projection is
not generally nonexpansive even in Hilbert spaces; see, for example, [4, Section 4].
This implies that the subgradient projection is not generally of type (P).

Let E be a smooth, strictly convex, and reflexive Banach space and g : E → R a
continuous and convex function such that the set C given by

C = {x ∈ E : g(x) ≤ 0}(5.1)

is nonempty, and h : E → E∗ a mapping such that h(x) ∈ ∂g(x) for all x ∈ E. Since
g is continuous and convex, the subdifferential ∂g(x) given by

∂g(x) = {x∗ ∈ E∗ : (g − x∗)(x) = inf(g − x∗)(E)}
is nonempty for all x ∈ E. It is known that

g(u) = inf g(E) ⇐⇒ 0 ∈ ∂g(u).

This implies that h(x) ̸= 0 for all x ∈ E \ C.
The subgradient projection Pg,h : E → E with respect to g and h is defined by

Pg,h(x) = PL(x)(x)

for all x ∈ E, where PL(x) denotes the metric projection of E onto the set L(x)
given by

L(x) = {y ∈ E : g(x) + ⟨y − x, h(x)⟩ ≤ 0}
for all x ∈ E. It is obvious that C ⊂ L(x) for all x ∈ E and

C = {u ∈ E : u ∈ L(u)}.
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It is well known that if M is a closed half space given by

M = {y ∈ E : ⟨y, x∗⟩ ≤ β}

for some x∗ ∈ E∗ \ {0} and β ∈ R, then the metric projection PM of E onto M is
given by

PM (x) = x−
[⟨x, x∗⟩ − β]+

∥x∗∥2
J−1x∗

for all x ∈ E, where [t]+ = max{t, 0} for all t ∈ R. Hence we obtain the following
explicit formula for Pg,h:

Pg,h(x) =

x− g(x)

∥h(x)∥2
J−1h(x) (x ∈ E \ C);

x (x ∈ C).

(5.2)

The concept of subgradient projections is a generalization of that of metric pro-
jections. In fact, if PD is the metric projection of E onto a nonempty closed convex
subset D of E, then PD coincides with the subgradient projection Pg,h with respect
to g : E → R and h : E → E∗ defined by g(x) = infy∈D ∥y − x∥ for all x ∈ E and

h(x) =

{
J
(
x− PD(x)

)
/ ∥x− PD(x)∥ (x ∈ E \D);

0 (x ∈ D),

respectively.
We next show the following properties of subgradient projections:

Lemma 5.1. Let E be a smooth, strictly convex, and reflexive Banach space,
g : E → R a continuous and convex function such that the set C given by (5.1)
is nonempty, h : E → E∗ a mapping such that h(x) ∈ ∂g(x) for all x ∈ E, and Pg,h

the subgradient projection with respect to g and h. Then the following hold:

(i) F(Pg,h) = C;
(ii) Pg,h is a cutter mapping of type (P);

(iii) if g(V ) is bounded for each bounded subset V of E, then F̂(Pg,h) = F(Pg,h).

Proof. We first show (i). If u ∈ C, then we have u ∈ L(u) and hence

Pg,h(u) = PL(u)(u) = u.

Thus C ⊂ F (Pg,h). Conversely, if u ∈ E \ C, then it follows from (5.2) that

∥u− Pg,hu∥ =

∥∥∥∥u−
(
u− g(u)

∥h(u)∥2
J−1h(u)

)∥∥∥∥ =
g(u)

∥h(u)∥
> 0.

Hence u ∈ E \ F(Pg,h). Thus C ⊃ F(Pg,h).
We next show (ii). Let y ∈ F(Pg,h) = C and x ∈ E be given. If x ∈ C, then

Pg,h(x) = x and hence
⟨
y − Pg,h(x), J

(
x− Pg,h(x)

)⟩
= 0. If x /∈ C, then it follows
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from (5.2) that⟨
y − Pg,h(x), J

(
x− Pg,h(x)

)⟩
=

⟨
y −

(
x− g(x)

∥h(x)∥2
J−1h(x)

)
, J

(
g(x)

∥h(x)∥2
J−1h(x)

)⟩
=

g(x)

∥h(x)∥2

(
⟨y − x, h(x)⟩+ g(x)

∥h(x)∥2
⟨
J−1h(x), h(x)

⟩)
=

g(x)

∥h(x)∥2
(
g(x) + ⟨y − x, h(x)⟩

)
.

Since g(x) > 0, h(x) ∈ ∂g(x), and g(y) ≤ 0, we have

g(x)

∥h(x)∥2
(
g(x) + ⟨y − x, h(x)⟩

)
≤ g(x)

∥h(x)∥2
g(y) ≤ 0.

Hence we obtain ⟨
y − Pg,h(x), J

(
x− Pg,h(x)

)⟩
≤ 0.

for all y ∈ F(Pg,h) and x ∈ E. Thus Pg,h is a cutter mapping of type (P).
We finally show (iii). Suppose that g(V ) is bounded for each bounded subset V

of E. Then it follows from [19, Proposition 1.1.11] that the set

∂g(V ) =
∪
x∈V

∂g(x)

is bounded. This implies that h(V ) is bounded for each bounded subset V of E.

Since the inclusion F̂(Pg,h) ⊃ F(Pg,h) is obvious, we show the converse inclusion.

Let u ∈ F̂(Pg,h) be given. Then there exists a sequence {zn} in E such that zn ⇀ u
and zn − Pg,h(zn) → 0. We first consider the case where there exists m ∈ N such
that zn ∈ C whenever n ∈ N and n ≥ m. Then the weak closedness of C implies
that u ∈ C = F(Pg,h). We next consider the case where for each m ∈ N, there
exists n ∈ N such that n ≥ m and zn /∈ C. In this case, we have a subsequence
{zni} of {zn} such that zni /∈ C for all i ∈ N. This gives us that

∥zni − Pg,h(zni)∥ =

∥∥∥∥∥ g(zni)

∥h(zni)∥
2J

−1h(zni)

∥∥∥∥∥ =
g(zni)

∥h(zni)∥

for all i ∈ N. Since {zn} is bounded, we know that {h(zn)} is bounded. Thus the
weak lower semicontinuity of g implies that

g(u) ≤ lim inf
i→∞

g(zni) = lim inf
i→∞

∥h(zni)∥ ∥zni − Pg,h(zni)∥ = 0

and hence u ∈ C = F(Pg,h). □

Motivated by Bauschke and Combettes [14, Theorem 4.7], we prove the following
lemma:

Lemma 5.2. Let I be the finite set {1, 2, . . . ,m}, E a smooth, strictly convex, and
reflexive Banach space, gn a continuous and convex function of E into R such that

{x ∈ E : gn(x) ≤ 0}
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is nonempty and gn(V ) is bounded for each bounded subset V of E for all n ∈ I,
hn a mapping of E into E∗ such that hn(x) ∈ ∂gn(x) for all n ∈ I and x ∈ E, Pn

the subgradient projection with respect to gn and hn for all n ∈ I, and r : N → I a
mapping such that for each k ∈ I, there exists pk ∈ N such that

k ∈
{
r(n), r(n+ 1), . . . , r(n+ pk − 1)

}
(5.3)

for all n ∈ N. Then {Pr(n)} satisfies the condition (Z2).

Proof. Let {zn} be a bounded sequence in E such that both zn−Pr(n)(zn) → 0 and
zn − zn+1 → 0 hold and {zni} a subsequence of {zn} which is weakly convergent to
u. Fix any k ∈ I. Then there exists pk ∈ N such that (5.3) holds for all n ∈ N.
Without loss of generality, we may suppose that pk ≥ 2 and

ni + pk − 1 < ni+1

for all i ∈ N. It then follows from (5.3) that for each i ∈ N, there exists

mi ∈ {ni, ni + 1, . . . , ni + pk − 1}

such that r(mi) = k. Since zn − zn+1 → 0 and ni ≤ mi ≤ ni + pk − 1, we have

∥zni − zmi∥

≤
ni+pk−2∑
j=ni

∥zj − zj+1∥

≤ (pk − 1)max
{
∥zj − zj+1∥ : j ∈ {ni, . . . , ni + pk − 2}

}
→ 0

as i → ∞. It also follows from zni − zmi → 0 and zn − Pr(n)(zn) → 0 that

zmi ⇀ u and ∥zmi − Pkzmi∥ =
∥∥zmi − Pr(mi)(zmi)

∥∥ → 0

as i → ∞, and hence u ∈ F̂(Pk). By Lemma 5.1, we obtain u ∈ F(Pk). Therefore,
we conclude that u ∈

∩
k∈I F(Pk) =

∩∞
n=1F(Pr(n)). □

6. Convergence theorems with subgradient projections

In this section, we obtain some strong convergence theorems with subgradient
projections in Banach spaces.

Throughout this section, we suppose the following:

• I is the finite set {1, 2, . . . ,m};
• E is a smooth, strictly convex, and reflexive Banach space;
• gi : E → R is continuous and convex for all i ∈ I such that

F =
∩
i∈I

{x ∈ E : gi(x) ≤ 0} ̸= ∅

and gi(V ) is bounded for each bounded subset V of E for all i ∈ I;
• hi is a mapping of E into E∗ such that hi(x) ∈ ∂gi(x) for all i ∈ I and
x ∈ E;

• Pi is the subgradient projection with respect to gi and hi for all i ∈ I.
As a direct consequence of Theorem 3.3 and Lemma 5.1, we obtain the following:
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Theorem 6.1. Suppose that E is uniformly smooth and 2-uniformly convex and
that J is weakly sequentially continuous. Let β be a real number such that 0 < β <
2/ (µE)

2, Si the mapping defined by

Si = J−1
(
J − βJ(I − Pi)

)
for all i ∈ I, and {xn} a sequence defined by x1 ∈ E and

xn+1 = S1S2 · · ·Smxn

for all n ∈ N. Then {xn} converges weakly to the strong limit of {QF (xn)}.

As a direct consequence of Theorem 3.4 and Lemma 5.1, we also obtain the
following:

Theorem 6.2. Suppose that E is uniformly smooth and 2-uniformly convex. Let
β and {Si}i∈I be the same as in Theorem 6.1, {αn} a sequence in (0, 1] such that
αn → 0 and

∑∞
n=1 αn = ∞, v an element of E, and {xn} a sequence defined by

x1 ∈ E and

xn+1 = J−1
(
αnJv + (1− αn)JS1S2 · · ·Smxn

)
(6.1)

for all n ∈ N. Then {xn} converges strongly to QF (v).

Using Theorem 4.1, Lemmas 5.1, and 5.2, we obtain the following:

Theorem 6.3. Suppose that E is uniformly convex. Let {αn} be a sequence in
[0, 1) such that supn αn < 1, r the same as in Lemma 5.2, x an element of E, and
{xn} a sequence defined by x1 = x and

yn = αnxn + (1− αn)Pr(n)(xn);

Cn =
{
z ∈ E : ⟨yn − z, J(xn − yn)⟩ ≥ 0

}
;

Dn =
{
z ∈ E : ⟨xn − z, J(x− xn)⟩ ≥ 0

}
;

xn+1 = PCn∩Dn(x)

for all n ∈ N. Then {xn} converges strongly to PF (x).

Proof. Set Tn = αnI + (1− αn)Pr(n) for all n ∈ N. Then Lemma 5.1 implies that

F(Tn) = F(Pr(n)) = Cr(n)

for all n ∈ N and thus
∞∩
n=1

F(Tn) =
∞∩
n=1

Cr(n) =
m∩

n=1

Cn ̸= ∅.

Lemma 5.1 also implies that each Pr(n) is a cutter mapping of type (P). By Lem-
mas 3.2, 5.2, and 2.6, we also know that each Tn is a cutter mapping of type (P)
and {Tn} satisfies the condition (Z2). Therefore, Theorem 4.1 implies the conclu-
sion. □

Using Theorem 4.3, Lemmas 5.1, and 5.2, we can similarly obtain the following
theorem, which is a generalization of [31, Theorem 3.3 with (3.1a)].
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Theorem 6.4. Suppose that E has the Kadec–Klee property. Let {αn} and r be
the same as in Theorem 6.3, x an element of E, and {xn} a sequence defined by
x1 ∈ E, C1 = E, and

yn = αnxn + (1− αn)Pr(n)(xn);

Cn+1 =
{
z ∈ E : ⟨yn − z, J(xn − yn)⟩ ≥ 0

}
∩ Cn;

xn+1 = PCn+1(x)

for all n ∈ N. Then {xn} converges strongly to PF (x).

Remark 6.5. [31, Theorem 3.3] is a direct consequence of [8, Theorem 5.2] and [23,
Theorem 3.2].
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