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With the spectral decomposition above, for any given scalar function ϕ : J ⊆
R → R, we may define a vector-valued function ϕsoc : S ⊆ Rn → Rn by

(1.5) ϕsoc(x) := ϕ(λ1(x))u
(1)
x + ϕ(λ2(x))u

(2)
x

where J is an interval (finite or infinite, open or closed) of R, and S is the domain

of ϕsoc determined by ϕ.

Then, we can define the SOC trace function associated with ϕ

(1.6) ϕtr(x) := ϕ(λ1(x)) + ϕ(λ2(x)) = tr(ϕsoc(x)) ∀x ∈ S.

Chen, Liao and Pan [12] give the following relation between ϕtr and ϕsoc

(1.7) ∇ϕtr(x) = 2(ϕ
′
)soc(x) and ∇2ϕtr(x) = 2∇(ϕ

′
)soc(x) ∀x ∈ intS.

By using Schur Complement Theorem, they establish the convexity of SOC trace

functions and the compounds of SOC trace functions. Some of these functions are

the key of penalty and barrier function methods for second-order cone programs

(SOCPs), as well as the establishment of some important inequalities associated

with SOCs, for which the proof of convexity of these functions is a necessity.

As a generalization of second-order cone, Zhou and Chen[23] begin to study a

new cone. For any angle θ ∈ (0◦, 90◦). they define the circular cone Lθ as

Lθ : = {x = (x1, x2) ∈ R× Rn−1 | x1 ≥ ∥x∥ cos θ}

= {x = (x1, x2) ∈ R× Rn−1 | x1 ≥ ∥x2∥ cot θ}.
(1.8)

Although Lθ is not a symmetric cone (except for θ = 45◦), one can still, due to

its special structure, give an explicit form of orthogonal decomposition (or spectral

decomposition) as

(1.9) x = λ1(x) · u(1)x + λ2(x) · u(2)x ,

where

(1.10)

{
λ1(x) = x1 − ∥x2∥ cot θ,
λ2(x) = x1 + ∥x2∥ tan θ,

and


u
(1)
x =

[
sin2 θ

−(sin θ cos θ)x̃2

]
,

u
(2)
x =

[
cos2 θ

(sin θ cos θ)x̃2

]
,

with x̃2 = x2/∥x2∥ if x2 ̸= 0, and x̃2 being any unit vector w ∈ Rn−1 if x2 = 0.

Follow the same trick, given a twice differentiable function f : R → R, we may

define the trace function of f associated to Lθ as

(1.11) f tr(x) := f
(
λ1(x)

)
+ f

(
λ2(x)

)
.

When f is non-constant, f tr is differentiable on Lθ except for the set

(1.12) E := {(x1, 0) ∈ R× Rn−1 | x1 > 0} ⊂ Lθ.
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Nonetheless, the similar computation in [12], in Lθ \ E the gradient of f tr can be

expressed by

(1.13) ∇f tr(x) = f ′(λ1(x)
) [ 1

−(cot θ)x̃2

]
+ f ′(λ2(x)

) [ 1

(tan θ)x̃2

]
,

and the Hessian of f tr is given by

∇2f tr(x) =

[
b(x) c(x)x̃2

T

c(x)x̃2 a(x)I +
(
d(x)− a(x)

)
x̃2x̃2

T

]
,

where a(x) =
f ′(λ2(x)

)
tan θ − f ′(λ1(x)

)
cot θ

∥x2∥
,

b(x) = f ′′(λ1(x)
)
+ f ′′(λ2(x)

)
,

c(x) = f ′′(λ2(x)
)
tan θ − f ′′(λ1(x)

)
cot θ,

d(x) = f ′′(λ1(x)
)
cot2 θ + f ′′(λ2(x)

)
tan2 θ.

(1.14)

In the following section, we will show the convexity of the trace function f tr(x).

2. The monotone condition

All notations in Section 1 are kept, and we denote M ⪰ O (resp. M ≻ O) when

a symmetric matrix M is semipositive definite (resp. positive definite). The Schur

Complement Theorem gives a condition for the positive definiteness( semidefinite-

ness) with respect that to a block partition of the matrix, which is stated as below.

Lemma 2.1 (Schur Complement Theorem [15]). Let A ∈ Rm×m be a symmetric

positive definite matrix, C ∈ Rn×n be a symmetric matrix, and B ∈ Rm×n. Then,

(2.1)

[
A B

BT C

]
⪰ O ⇔ C −BTA−1B ⪰ O;

and

(2.2)

[
A B

BT C

]
≻ O ⇔ C −BTA−1B ≻ O.

In this section, we will find sufficient conditions that imply the convexity of f tr

in Lθ. We start with the following theorem.

Theorem 2.2. Suppose f : R → R is a twice continuously differentiable convex

function. Then in Lθ \ E,

(1) If b(x) = 0, then ∇2f tr(x) ⪰ O if and only if a(x)
(
I − x̃2x̃2

T ) ⪰ O.

(2) If b(x) > 0, then

∇2f tr(x) ⪰ O ⇐⇒ a(x)I +
(
d(x)− a(x)− (c(x))2

b(x)

)
x̃2x̃2

T ⪰ O;

∇2f tr(x) ≻ O ⇐⇒ a(x)I +
(
d(x)− a(x)− (c(x))2

b(x)

)
x̃2x̃2

T ≻ O.
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Proof. (1) We assume that b(x) = 0 first. Since b(x) = f ′′(λ1(x)
)
+ f ′′(λ2(x)

)
,

b(x) = 0 implies that f ′′(λ1(x)
)
= f ′′(λ2(x)

)
= 0. From (1.14), it immediately

follows that c(x) = d(x) = 0 as well. Therefore the Hessian matrix ∇2f tr(x) has

the form

∇2f tr(x) =

[
0 0

0 a(x)
(
I − x̃2x̃2

T
)] .

It is then clear that ∇2f tr(x) is semi-positive definite if and only if a(x)
(
I− x̃2x̃2

T
)

is semi-positive definite.

(2) For the case b(x) > 0, because ∇2f tr(x) is a symmetric matrix, the Schur

Complement Theorem directly applies here, that is,

∇2f tr(x) ⪰ O ⇐⇒ a(x)I +
(
d(x)− a(x)− (c(x))2

b(x)

)
x̃2x̃2

T ⪰ O;

∇2f tr(x) ≻ O ⇐⇒ a(x)I +
(
d(x)− a(x)− (c(x))2

b(x)

)
x̃2x̃2

T ≻ O.

2

Theorem 2.3. Suppose f : R → R is a twice continuously differentiable convex

function. If either

(1) 0 < θ ≤ 45◦ and f(x) is decreasing; or,

(2) 45◦ ≤ θ < 90◦ and f(x) is increasing,

then the Hessian ∇2f tr is semi-positive definite in Lθ \ E.

Proof. Again we examine the case b(x) = 0 first. By Theorem 2.2,

∇2f tr(x) ⪰ O ⇐⇒ a(x)
(
I − x̃2x̃2

T
)
⪰ O.

Take any v ∈ Rn−1, then

vTa(x)
(
I − x̃2x̃2

T
)
v = a(x)

(
∥v∥2 − ⟨v, x̃2⟩2

)
.

Because x̃2 is a unit vector, ∥v∥ ≥ |⟨v, x̃2⟩|. Therefore a(x)
(
I − x̃2x̃2

T
)
is semi-

positive definite if and only if a(x) ≥ 0. Recall from (1.14) that

a(x) =
f ′(λ2(x)

)
tan θ − f ′(λ1(x)

)
cot θ

∥x2∥
.

Note that λ1(x) = x1−∥x2∥ cot θ ≤ x1+∥x2∥ tan θ = λ2(x). When 0 < θ ≤ 45◦ and

f is decreasing, both f ′(λ2(x)
)
, f ′(λ1(x)

)
≤ 0 and tan θ ≤ cot θ; when 45◦ < θ ≤ 90◦

and f is increasing, both f ′(λ2(x)
)
, f ′(λ1(x)

)
≥ 0 and tan θ ≥ cot θ. In both cases,

we can always conclude that a(x) ≥ 0, which finishes the case b(x) = 0.

For the other case b(x) > 0, we perform the following computation. For sake of

simplicity, we write kj = f ′′(λj(x)
)
for j = 1, 2. Again from Theorem 2.2, we need
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to check the (semi-)positive definiteness for

a(x)
(
I − x̃2x̃2

T
)
+
(
d(x)− (c(x))2

b(x)

)
x̃2x̃2

T .

Note that d(x)− (c(x))2

b(x)
=

b(x)d(x)− (c(x))2

b(x)
, and

b(x)d(x)− (c(x))2 = (k1 + k2)(k1 cot
2 θ + k2 tan

2 θ)− (k2 tan θ − k1 cot θ)
2

= k1k2(cot θ + tan θ)2,

which will be non-negative when f is convex. Assuming the monotonicity of f , then

for v ∈ Rn−1,

vT
[
a(x)

(
I − x̃2x̃2

T
)
+
(
d(x)− (c(x))2

b(x)

)
x̃2x̃2

T
]
v

= a(x)
(
∥v∥2 − ⟨v, x̃2⟩2

)
+

b(x)d(x)− (c(x))2

b(x)
⟨v, x̃2⟩2.

As in the previous case b(x) = 0, we see that ∇2f tr(x) is semi-positive definite

(resp. positive definite) if a(x) ≥ 0 (resp. a(x) > 0 and b(x) > 0). The argument is

the same as before, and the proof is finished. 2

With aid of Theorem 2.3, we are in position to prove the convexity of the trace

function f tr in the whole circular cone Lθ subject to some sufficient conditions stated

as below.

Theorem 2.4. Suppose f : R → R is a twice continuously differentiable convex

function. Then f tr is a convex function in Lθ if either 0 < θ ≤ 45◦ and f is

decreasing, or 45◦ ≤ θ < 90◦ and f is increasing.

Proof. For sake of brevity, we refer the condition “either 0 < θ ≤ 45◦ and f is

decreasing, or 45◦ ≤ θ < 90◦ and f is increasing” as Hypothesis K. We separate

our discussions into 4 cases ([x, y] denotes the line segment whose endpoints are

x, y ∈ Lθ):

Case 1. [x, y] ∩ E = ∅. In this situation, we can conclude that f tr
(
αx + (1 −

α)y
)
≤ αf tr(x) + (1− α)f tr(y) for all α ∈ [0, 1], thanks to Theorem 2.3.

Case 2. Suppose x ∈ Lθ, y ∈ E. For t ∈ [0, 1], define u(t) = y + t(x− y). Since

f tr is continuous on Lθ, we have

lim
t→0+

f tr
(
u(t)

)
= f tr(y).
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For t > 0, we know that [x, u(t)] ⊂ Lθ \E. Hence if Hypothesis K holds, by Case 1

we have: for each λ ∈ [0, 1],

λf tr(x) + (1− λ)f tr(y) = lim
t→0+

(
λf tr(x) + (1− λ)f tr(u(t))

)
≥ lim

t→0+
f tr

(
λx+ (1− λ)u(t)

)
= f tr

(
λx+ (1− λ)y

)
.

Case 3. Suppose x, y ∈ Lθ \E, and the segment [x, y] intersects with E at some

interior point, that is, there is a t0 ∈ (0, 1) such that z := t0x+ (1− t0)y ∈ E. Set

x = (x1, x2), y = (y1, y2) in R× Rn−1. Then we have

(2.3) z = (t0x1 + (1− t0)y1, 0), y2 =
−t0
1− t0

x2, ∥y2∥ =
t0

1− t0
∥x2∥.

Since f is convex, so for 0 < t < 1,

tf tr(x) + (1− t)f tr(y) = t
(
f(λ1(x)) + f(λ2(x))

)
+ (1− t)

(
f(λ1(y)) + f(λ2(y))

)
= tf(λ1(x)) + (1− t)f(λ2(y)) + tf(λ2(x)) + (1− t)f(λ1(y))

≥ f
(
tλ1(x) + (1− t)λ2(y)

)
+ f

(
tλ2(x) + (1− t)λ1(y)

)
= f(tx1 + (1− t)y1 − t∥x2∥ cot θ + (1− t)∥y2∥ tan θ)
+ f(tx1 + (1− t)y1 + t∥x2∥ tan θ − (1− t)∥y2∥ cot θ).

When we put t0 in place of t in the last expression and use (2.3), we see that

f(t0x1 + (1− t0)y1 − t0∥x2∥ cot θ + (1− t0)∥y2∥ tan θ)
+ f(t0x1 + (1− t0)y1 + t0∥x2∥ tan θ − (1− t0)∥y2∥ cot θ)

= 2f
(
t0x1 + (1− t0)y1 + t0∥x2∥(tan θ − cot θ)

)
.

To recap, at t = t0 we have

t0f
tr(x) + (1− t0)f

tr(y) ≥ 2f
(
t0x1 + (1− t0)y1 + t0∥x2∥(tan θ − cot θ)

)
.

When 0 < θ ≤ 45◦, we have t0∥x2∥(tan θ−cot θ) ≤ 0. Therefore if f is decreasing,

then

2f
(
t0x1 + (1− t0)y1 + t0∥x2∥(tan θ − cot θ)

)
≥ 2f

(
t0x1 + (1− t0)y1

)
.

On the other hand, when 45◦ ≤ θ < 90◦, we have t0∥x2∥(tan θ−cot θ) ≥ 0. Therefore

if f is increasing, then

2f
(
t0x1 + (1− t0)y1 + t0∥x2∥(tan θ − cot θ)

)
≥ 2f

(
t0x1 + (1− t0)y1

)
.

Combining these results, we see that under Hypothesis K, we always have

t0f
tr(x) + (1− t0)f

tr(y) ≥ 2f
(
t0x1 + (1− t0)y1 + t0∥x2∥(tan θ − cot θ)

)
≥ 2f

(
t0x1 + (1− t0)y1

)
= f tr(z).

Now, when t ∈ (0, t0), we have tx+ (1− t)y ∈ [z, y]. Set µ =
t

t0
and

tx+ (1− t)y = µz + (1− µ)y.
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Under Hypothesis K, we have from Case 2,

tf tr(x) + (1− t)f tr(y) = µ
(
t0f

tr(x) + (1− t0)f
tr(y)

)
+ (1− µ)f tr(y)

≥ µf tr(z) + (1− µ)f tr(y)

≥ f tr(µz + (1− µ)y)

= f tr(tx+ (1− t)y).

By symmetry, the same conclusion can be reached when t ∈ (t0, 1).

Case 4. Suppose x, y ∈ E. Then x = (x1, 0) and y = (y1, 0). Since f is convex,

hence for t ∈ (0, 1),

tf tr(x) + (1− t)f tr(y) = 2
(
tf(x1) + (1− t)f(y1)

)
≥ 2f(tx1 + (1− t)y1))

= f tr(tx+ (1− t)y).

These conclude the proof of Theorem 2.4. 2

By examining the inequalities more closely, the following statement follows im-

mediately and its proof is omitted.

Corollary 2.5. Suppose f : R → R is a twice continuously differentiable function

with f ′′(x) > 0 for all x ∈ R. If either 0 < θ ≤ 45◦ and f is decreasing, or

45◦ ≤ θ < 90◦ and f is increasing, then f tr is strictly convex.

3. Counterexamples out of conditions

In this section we will give a few examples out of conditions to show that the

trace function from a convex function may not be convex.

Example 3.1. f(t) = et, 0 < θ < π
4 .

Here f ′(t) = et > 0 for all t ∈ R, hence from Equation (1.14) we have

a(x) =
f ′(λ2(x)

)
tan θ − f ′(λ1(x)

)
cot θ

∥x2∥

=
eλ1(x) tan θ

∥x2∥

(
eλ2(x)−λ1(x) − cot2 θ

)
=

eλ1(x) tan θ

∥x2∥

(
exp

(
∥x2∥(tan θ + cot θ)

)
− cot2 θ

)
.

As 0 < θ < π
4 , cot

2 θ > 1. Hence, when ∥x2∥ < ln(cot2 θ)
tan θ+cot θ , we have exp(∥x2∥(tan θ+

cot θ))− cot2 θ < 0, and a(x) < 0.

For example, we take x = (10, ln 2
2 , 0), y = (10, 0, ln 2

2 ) ∈ Lθ ⊂ R3, with cot θ = 2

and t0 =
3
7 . We have

f tr(x) = f tr(y) = (2
1
4 + 2−1) e10;
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t0f
tr(x) + (1− t0)f

tr(y) = (2
1
4 + 2−1) e10 ≈ 37207.2627;

f tr(t0x+ (1− t0)y) = (2
5
28 + 2−

5
7 ) e10 ≈ 38354.01251.

As t0f
tr(x) + (1− t0)f

tr(y) < f tr(t0x+ (1− t0)y), f
tr is not convex.

Example 3.2. f(t) = e−t, π
4 < θ < π

2 .

Here f ′(t) = −e−t < 0 for all t ∈ R. again from Equation (1.14) we have

a(x) =
f ′(λ2(x)

)
tan θ − f ′(λ1(x)

)
∥x2∥

=
−e−λ1(x) tan θ

∥x2∥

(
eλ1(x)−λ2(x) − cot2 θ

)
=

−e−λ1(x) tan θ

∥x2∥

(
exp

(
−∥x2∥(tan θ + cot θ)

)
− cot2 θ

)
.

As π
4 < θ < π

2 , cot
2 θ < 1. Hence, when ∥x2∥ < − ln(cot2 θ)

tan θ+cot θ , we have exp(−∥x2∥(tan θ+
cot θ))− cot2 θ > 0, and a(x) < 0.

For example, we take x = (10, ln 2
2 , 0), y = (10, 0, ln 2

2 ) ∈ Lθ ⊂ R3, with cot θ = 1
2

and t0 =
3
7 . We have

f tr(x) = f tr(y) = (2
1
4 + 2−1) e−10;

t0f
tr(x) + (1− t0)f

tr(y) = (2
1
4 + 2−1) e−10 ≈ 7.668988× 10−5;

f tr(t0x+ (1− t0)y) = (2
5
28 + 2−

5
7 ) e10 ≈ 7.905351× 10−5.

As t0f
tr(x) + (1− t0)f

tr(y) < f tr(t0x+ (1− t0)y), f
tr is not convex.

Example 3.3. f(t) = − ln t for t > 0, π
4 < θ < π

2 .

Here f ′(t) = −1
t < 0 for all x > 0. From the definitions in (1.8) and (1.10) we

know that both λ1(x) and λ2(x) are non-negative for all x ∈ Lθ.

For those x ∈ Lθ with λ1(x) > 0 and λ2(x) > 0,

a(x) =
f ′(λ2(x)) tan θ − f ′(λ1(x)) cot θ

∥x2∥

=
f ′(λ1(x)) tan θ

∥x2∥

(f ′(λ2(x))

f ′(λ1(x)
− cot2 θ

)
= − tan θ

λ1(x)∥x2∥

(λ1(x)

λ2(x)
− cot2 θ

)
.

We know from the definition that λ2(x) ≥ λ1(x) > 0, hence λ1(x)
λ2(x)

≤ 1. For π
4 < θ <

π
2 , cot

2 θ > 1. Hence we conclude that a(x) < 0 in this case.

On the other hand,

f tr(x) = f(λ1(x)) + f(λ2(x)) = − lnλ1(x)− lnλ2(x) = − ln(λ1(x)λ2(x))

= − ln(x21 + x1 ∥x2∥(tan θ − cot θ)− ∥x2∥2).
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For example, we consider θ = arccot 1
2 , x = (10, 1, 0), y = (10, 0, 1) ∈ Lθ, and

t0 =
1
2 . We have

f tr(x) = − ln(100 + 15− 1) = − ln 114;

f tr(y) = − ln(100 + 15− 1) = − ln 114;

t0f
tr(x) + (1− t0)f

tr(y) = − ln 114.

On the other hand, t0x+ (1− t0)y = (10, 12 ,
1
2), so

f tr(t0x+ (1− t0)y) = − ln
(
100 +

√
225

2
− 1

2

)
≈ − ln 110.1066.

As t0f
tr(x) + (1− t0)f

tr(y) < f tr(t0x+ (1− t0)y), f
tr is not convex.

Example 3.4. f(t) = (t− 1)2.

Here f ′(t) = 2t − 2, so f ′(t) ̸= 0 if and only if t ̸= 1. When x ∈ Lθ \ E,

λ2(x) > λ1(x). If λ1(x) ̸= 1,

a(x) =
f ′(λ2(x)) tan θ − f ′(λ1(x)) cot θ

∥x2∥

=
f ′(λ1(x)) tan θ

∥x2∥

(f ′(λ2(x))

f ′(λ1(x))
− cot2 θ

)
=

2(λ1(x)− 1) tan θ

∥x2∥

(λ2(x)− 1

λ1(x)− 1
− cot2 θ

)
.

Case 1. When π
4 < θ < π

2 , we have 0 < cot2 θ < 1. Thus in the case λ1(x) <

λ2(x) ≤ 1, we have

0 ≤ λ2(x)− 1

λ1(x)− 1
< 1.

Nevertheless, if
λ2(x)− 1

λ1(x)− 1
> cot2 θ, then a(x) < 0, that is, f tr would not be in this

case.

For example, let us consider θ = arccot 1
2 , x = (12 ,

1
8 , 0), y = (12 , 0,

1
8) ∈ Lθ, and

t0 =
3
7 .

f tr(x) = f tr(y) =
(−9

16

)2
+

(−1

4

)2
=

97

256
≈ 0.3789;

t0f
tr(x) + (1− t0)f

tr(y) =
97

256
≈ 0.37891.

On the other hand, t0x+ (1− t0)y = (12 ,
3
56 ,

4
56), hence

f tr(t0x+ (1− t0)y) =
(−61

112

)2
+
(−9

28

)2
=

5017

12544
≈ 0.39995.

As t0f
tr(x) + (1− t0)f

tr(y) < f tr(t0x+ (1− t0)y), f
tr is not convex.

Case 2. When 0 < θ < π
4 , we have cot2 θ > 1. Thus in the case λ1(x) > 1, we

have
λ2(x)− 1

λ1(x)− 1
> 1
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since λ2(x) > λ1(x) > 1. However if
λ2(x)− 1

λ1(x)− 1
< cot2 θ, then a(x) < 0, that is, f tr

would not be in this case.

For example, let us consider θ = arccot 2, x = (10, 2, 0), y = (10, 0, 2) ∈ Lθ, and

t0 =
3
7 .

f tr(x) = f tr(y) = 52 + 102 = 125;

t0f
tr(x) + (1− t0)f

tr(y) = 125

On the other hand, t0x+ (1− t0)y = (10, 67 ,
8
7), hence

f tr(t0x+ (1− t0)y) =
(43
7

)2
+
(68
7

)2
=

6473

49
≈ 132.1020.

As t0f
tr(x) + (1− t0)f

tr(y) < f tr(t0x+ (1− t0)y), f
tr is not convex.

From these two cases, we see that f tr is convex only if θ = π
4 .

4. Conclusion

This short paper is an extension to [12]. We only focus on the convexity of the

trace functions. If one is interested in more inequatilities related to the convexity

or penalty and barrier function methods [1, 2, 3], he can go to check the details

in [12]. A similar result about the general symmetric cone is shown in [9]. It is

obvious to see the key point to show the convexity of the trace function heavily

depends on the decomposition (1.9). This inspires us if we want to study another

nonsymmetric cone, we need to get a good decomposition formula. Once we have a

way to construct lots of convex functions, every thing goes easily.
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[8] H. Bauschke, O. Güler, A. S. Lewis and S. Sendow, Hyperbolic polynomial and convex

analysis, Canadian Journal of Mathematics, vol. 53, pp. 470–488, 2001.

[9] Y.-L. Chang and J.-S. Chen, Convexity of symmetric cone trace functions in Euclidean Jordan

algebras, J. Nonlinear Convex Anal. 14(1) (2013), 53–61.

[10] J.-S. Chen, X. Chen and P. Tseng, Analysis of nonsmooth vector-valued functions associated

with second-oredr cone, Math. Program. 101 (2004), 95–117.

[11] J.-S. Chen, The convex and monotone functions associated with second-order cone, Optimiza-

tion 55 (2006), 363–385.



THE CONVEXITY OF CIRCULAR CONE TRACE FUNCTIONS 341

[12] J.-S. Chen, T.-K Liao and S.-H. Pan Using Schur Complement Theorem to prove convexity of

some SOC-functions, J. Nonlinear Convex Anal. 13(3) (2012), 421–431.

[13] M. Fukushima, Z.-Q. Luo and P. Tseng, Smoothing functions for second-order cone comple-

mentarity problems, SIAM J. Optim. 12 (2002), 436–460.
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