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On the other hand, the inequality (1.2) has not been developed for the multivari-

able geometric means of several non-commuting positive definite matrices until suc-

cessfully suggested the multivariable geometric mean. It has been a long-standing

problem to extend to n-variables, n ≥ 3, the two-variable geometric mean of positive

definite matrices and a variety of attempts may be found in the literature. Indeed,

there is no formal definition of geometric mean of finite number of positive definite

matrices and defining multivariable geometric mean is a non-trivial task and is a

recent topic of interest in core linear algebra.

For given n-tuple of positive definite matrices A = (A1, A2, . . . , An) and a positive

probability vector ω = (w1, . . . , wn), the definition Gω(A) constructed by M. Sagae

and K. Tanabe is as follows:

Gω(A) := An#ωn−1(An−1#ωn−2 · · ·#ω2(A2#ω1A1)),

where for 1 ≤ k ≤ n− 1

ωk = 1− wk+1

k+1∑
j=1

wj

−1

.

We call Gω(A) the Sagae-Tanabe geometric mean.

There is an interesting structure on the open convex cone P of m × m positive

definite matrices equipped with the Riemannian trace metric δ:

δ(A,B) = ∥ log(A−1/2BA−1/2)∥F

for any A,B ∈ P, where ∥X∥F denotes the Frobenius norm of X. That is, (P, δ) is
a Hadamard space (or a non-positive curvature space), which is a complete metric

space satisfying the semi-parallelogram law. For given n points on the Hadamard

space, in general, there exists a unique minimizer of the weighted sum of squares of

the distances to each point. So in the setting of positive definite matrices,

argmin
X∈P

n∑
j=1

wjδ
2(X,Aj)

exists uniquely for A = (A1, A2, . . . , An) ∈ Pn and a positive probability vector

ω = (w1, . . . , wn). We call it the weighted Karcher mean or the least squares mean,

and we denote as Λω(A1, . . . , An). See [6, 9, 12–14]

The inequality (1.2) has been extended to the Sagae-Tanabe geometric means

Gω(A) by B. Feng and A. Tonge [5], and to the weighted Karcher means Λ(ω;A)
by H. Lee and S. Kim [11], respectively.

Theorem 1.1 ([5,11]). Let ω be a positive probability vector in Rn, and let A1, . . . , An

be positive definite matrices. If σ1, σ2, . . . , σn are permutations on {1, 2, . . . , n} sat-

isfying {σ1(j), σ2(j), . . . , σn(j)} = {1, 2, . . . , n} for each j = 1, 2, . . . , n, then

Gω(Aσ1(1), . . . , Aσ1(n)) ◦ · · · ◦Gω(Aσn(1), . . . , Aσn(n)) ≤ A1 ◦ · · · ◦An

Λω(Aσ1(1), . . . , Aσ1(n)) ◦ · · · ◦ Λω(Aσn(1), . . . , Aσn(n)) ≤ A1 ◦ · · · ◦An.
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Two approaches to extend to multi-variables the two-variable geometric mean of

positive definite matrices have been given by Ando-Li-Mathias [2] and Bini-Meini-

Poloni [4] via“ symmetrization procedures” and induction, which are called by

ALM and BMP geometric means, respectively. H. Lee, Y. Lim and T. Yamazaki [10]

proposed weighted geometric means based on a weighted version of the generalized

symmetrization procedure of [4] depending on the parameter t ∈ [0, 1]n. For a three

dimensional positive probability vector ω = (w1, w2, w3), positive definite matrices

Ai, i = 1, 2, 3, and (t1, t2, t3) ∈ [0, 1]3, the generalized symmetrization method is

given by

A
(0)
i = Ai,

A
(r)
1 =

(
A

(r−1)
2 # w3

1−w1

A
(r−1)
3

)
#t3w1A

(r−1)
1 ,

A
(r)
2 =

(
A

(r−1)
1 # w3

1−w2

A
(r−1)
3

)
#t3w2A

(r−1)
2 ,

A
(r)
3 =

(
A

(r−1)
1 # w2

1−w3

A
(r−1)
2

)
#t3w3A

(r−1)
3 .

Then the sequences {A(r)
i }∞r=0, i = 1, 2, 3, converge to a common limit, yield-

ing a weighted geometric mean G3(t1, t2, t3;ω;A1, A2, A3). Inductively we obtain

higher-order weighted geometric means Gn(t;ω;A1, . . . , An) via the generalized

symmetrization procedure and induction, where t = (t1, . . . , tn) ∈ [0, 1]n (the first

two variables t1, t2 do not effect) and n-dimensional positive probability vector ω.

From the fact that A#tB = B#1−tA, one can see that this is indeed an extension

of the ALM (resp. BMP) geometric mean by taking ω = (1/n, ..., 1/n) and ti = 0

(resp. ti = 1) for all i.

In this paper our main purpose is to extend the inequality (1.1) to the weighted

geometric means Gn(t;ω; ·) based on a weighted version of the generalized sym-

metrization procedure depending on the parameter t ∈ [0, 1]n.

2. Hadamard product and tensor product

Let Mm,n be the set of all m× n matrices. For A = [aij ] and B = [bij ] in Mm,n,

the Hadamard product (or the Schur product) A◦B is the m×n matrix of entry-wise

products:

A ◦B := [aijbij ].

One can see easily that the Hadamard product is commutative, associative, and

bilinear. Moreover, the Hadamard product of two positive semidefinite (positive

definite) matrices is again positive semidefinite (positive definite, respectively). This

is known as the Schur product theorem. Moreover, for positive semidefinite matrices

A and B

det(A ◦B) ≥ det(A) det(B).
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Let A = [aij ] ∈ Mm,n and B = [bij ] ∈ Ms,t. Then the tensor product (or the

Kronecker product) A⊗B of A and B is the ms× nt matrix given by

A⊗B :=

 a11B · · · a1nB
...

. . .
...

am1B · · · amnB

 .

Note that the tensor product is associative and bilinear, but not commutative. Fur-

thermore, the tensor product of two positive semidefinite (positive definite) matrices

is positive semidefinite (positive definite, respectively). To prove our main result,

we list more useful properties for the tensor product.

Lemma 2.1 ( [17, Section 4.3]). The tensor product ⊗ satisfies the following.

(1) For A ∈ Mm,n, B ∈ Mr,s, C ∈ Mn,k, and D ∈ Ms,t

(A⊗B)(C ⊗D) = AC ⊗BD.

(2) For any invertible matrices A and B

(A⊗B)−1 = A−1 ⊗B−1.

(3) For positive definite matrices A,B and any real number t

(A⊗B)t = At ⊗Bt.

(4) The function (A,B) 7→ A⊗B is continuous.

In many situations properties of tensor products transfer to Hadamard products,

due to an important connection between the Hadamard product and the tensor

product (see Lemma 4 in [1]). One can see that the Hadamard product is a principal

submatrix of the tensor product. Indeed, there is a positive linear map Φ such that

(2.1) Φ(A1 ⊗ · · · ⊗An) = A1 ◦ · · · ◦An

for all m ×m matrices A1, . . . , An. Note that this map Φ is also strictly positive:

a linear map Ψ : Mn := Mn,n → Mk is positive if Ψ(A) ≥ O whenever A ≥ O,

and strictly positive if Ψ(A) > O whenever A > O. Also the map Φ is unital, i.e.,

Φ(I) = I, where I is the identity matrix.

The positive linear map including its related properties is an important tool in

operator algebra and quantum information theory. See [3] and its bibliographies.

We introduce one of the properties for a strictly positive unital map provided by

M.-D. Choi.

Theorem 2.2 ([3, Theorem 2.3.6]). Let Ψ be a strictly positive and unital map.

Then for every positive definite matrix A

Ψ(A)−1 ≤ Ψ(A−1).

The open convex cone P equipped with the Riemannian trace metric δ is the

Hadamard space. Moreover,

γ : [0, 1] → P, γ(t) := A#tB = A1/2
(
A−1/2BA−1/2

)t
A1/2
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is a unique Riemannian geodesic in P connecting from A to B in P. It is called the

weighted geometric mean of A and B. The following lemma shows the properties of

tensor product and Hadamard product for two-variable weighted geometric means

on P.

Lemma 2.3 ([1, 11]). For A,B,C,D ∈ P and t ∈ [0, 1]

(A#tB)⊗ (C#tD) = (A⊗ C)#t(B ⊗D),

(A#tB) ◦ (C#tD) ≤ (A ◦ C)#t(B ◦D).

The Hadamard and tensor products of finitely many matrices can be defined by

induction. We denote as
n∏

j=1

◦Aj = A1 ◦ · · · ◦An,

n∏
j=1

⊗Aj = A1 ⊗ · · · ⊗An

for matrices A1, . . . , An with appropriate sizes.

3. Weighted geometric means Gn

Hosoo et al. [10] proposed a family of weighted geometric means {Gn(t;ω;A)}
where ω and A vary over all positive probability vectors in Rn and n-tuples of

positive definite matrices resp. In this section, we shall introduce the definition a

family of weighted geometric means {G(t;ω;A)}.
Let ∆n = {(w1, w2, . . . , wn) ∈ (0, 1)n :

∑n
i=1wi = 1} be the set of n (n ≥ 2)-

dimensional positive probability vectors and let ∆n,t = {ω = (w1, . . . , wn) ∈ ∆n :

wi <
1
t , i = 1, 2, . . . , n} for t ≥ 1. For ω = (w1, . . . , wn) ∈ ∆n and t = (t1, . . . , tn) ∈

[0, 1]n, we denote

ω ̸=j = (w1, . . . , wj−1, wj+1, . . . , wn),

ω̂ ̸=j = 1
1−wj

ω ̸=j ∈ ∆n−1, (n ≥ 3)

t ̸=n = (t1, . . . , tn−1).

Definition 3.1 ([10]). Let G2 : [0, 1]2 ×∆2 × P2 → P be defined by

G2(t1, t2;w1, w2;A1, A2) = A1#w2A2,

the w2 = (1 − w1)-weighted geometric mean of A1 and A2. For n ≥ 3, we define

Gn : [0, 1]n×∆n×Pn → P by induction as follows. Assume that Gn−1 is defined. Let

t = (t1, . . . , tn) ∈ [0, 1]n, ω = (w1, . . . , wn) ∈ ∆n, and let A = (A1, . . . , An) ∈ Pn.

Let {A(r)
i }∞r=0 be the positive definite operator sequence defined by

(3.1) A
(0)
i = Ai, A

(r+1)
i = Gn−1

(
t ̸=n; ω̂ ̸=i;A

(r)
̸=i

)
#tnwiA

(r)
i

where A(r)
̸=i = (A

(r)
1 , . . . , A

(r)
i−1, A

(r)
i+1, . . . , A

(r)
n ) ∈ Pn−1. Then there exists limr→∞A

(r)
i

and it does not depend on i. We define the common limit by limr→∞A
(r)
i =

Gn(t;ω;A).

We denote 0n = (0, 0, . . . , 0),1n = (1, 1, . . . , 1) ∈ Rn.
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Remark 3.2. The first two variables t1, t2 do not effect in the definition ofGn(t, ω;A);
in fact the family of weighted geometric means Gn(t;ω;A) depend only on t ∈
[0, 1]n−2. By definition and A#tB = B#1−tA, we have

Gn(0n; (1/n)1n;A) = Almn(A),
Gn(1n; (1/n)1n;A) = Bmpn(A).

Let n ≥ 2 be a natural number. The n-variable elementary symmetric polynomial

σk of order k is defined

σ0(x1, . . . , xn) = 1

σk(x1, . . . , xn) =
∑

1≤j1<j2<···<jk≤n

k∏
i=1

xji (k = 1, . . . , n− 1).

Definition 3.3. For n ≥ 2, define qn : ∆n → ∆n,n−1 by qn(ω) = (qn(ω)1, . . . ,

qn(ω)n), where

qn(ω)i :=
wiσn−2(ω̸=i)

(n− 1)σn−1(ω)
.

A probability vector consists of non-negative elements whose sum equals to 1. A

square matrix is called a stochastic matrix if its columns are probability vectors. A

stochastic matrix A is called regular if there is a positive integer m such that all

elements of Am are positive. The following theorem is an application of Perron-

Frobenius theorem.

Theorem 3.4. Let A be a regular stochastic matrix. Then 1 is an eigenvalue of A,

and there is a unique positive probability vector z such that Az = z. Furthermore,

the sequence {Ak}k converges to the matrix S whose columns are all equal to z.

In [10], a family of self-maps {Γn(t, ·)} on ∆n is constructed varying over [0, 1]n

and showed that each of these self-maps interpolates between qn and id∆n and

leaves invariant the probability vector 1
nqn.

Definition 3.5 ([10]). Let Γ2 : [0, 1]2 ×∆2 → ∆2 be defined by Γ2(t1, t2;ω) = ω.

For n ≥ 3,we define Γn : [0, 1]n ×∆n → ∆n by induction as follows. Assume that

Γn−1 is defined. Define an n× n matrix U = [uij ] depending on t, ω and Γn−1 by

uij =


Γn−1(t ̸=n; ω̸̂=j)i−1(1− tnwj), i > j;

tnwj , i = j;

Γn−1(t ̸=n; ω̸̂=j)i(1− tnwj), i < j.

Then U is a regular stochastic matrix, because all columns of U are probability

vectors and all elements of U2 are positive (all entries of its off-diagonal are positive).

By Theorem 3.4, there exists a unique positive probability vector z such that Uz =

z. We define Γn(t;ω) := z.

Theorem 3.6 ([10]). For each n ≥ 2, the map Γn : [0, 1]n ×∆n → ∆n defined in

Definition 3.5 satisfies
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(1) Γn(0n;ω) = qn(ω) for all ω ∈ ∆n;

(2) Γn(1n;ω) = ω for all ω ∈ ∆n;

(3) Γn(t;
1
n1n) =

1
n1n.

The weighted geometric means G(t;ω;A) fulfill the weighted version of Ando-

Li-Mathias 10 properties. For a = (a1, . . . , an) ∈ (0,∞)n, ω = (w1, . . . , wn) ∈ ∆n,

A = (A1, . . . , An) ∈ Pn, a nonsingular matrix M , and a permutation σ ∈ Sn on

n-letters, we denote

a · A = (a1A1, a2A2 . . . , anAn)

A−1 = (A−1
1 , A−1

2 . . . , A−1
n )

ωσ = (wσ(1), wσ(2) . . . , wσ(n))

Aσ = (Aσ(1), Aσ(2) . . . , Aσ(n))

M∗AM = (M∗A1M,M∗A2M, . . . ,M∗AnM).

Theorem 3.7 ([10]). The map Gn : [0, 1]n ×∆n × Pn → P satisfies the following

properties

(P1) Gn(t;ω;A) =
∏n

i=1A
Γn(t;ω)i
i for commuting Ai’s;

(P2) (Joint homogeneity) Gn(t;ω;a · A) =
(∏n

i=1 a
Γn(t;ω)i
i

)
Gn(t;ω;A);

(P3) (Permutation invariance) Gn(t;ωσ;Aσ) = Gn(t;ω;A);
(P4) (Monotonicity) If Bi ≤ Ai for all 1 ≤ i ≤ n, then Gn(t;ω;B) ≤ Gn(t;ω;A);
(P5) (Continuity) The map Gn(t;ω; ·) is continuous;

(P6) (Congruence invariance) Gn(t;ω;M
∗AM) = M∗Gn(t;ω;A)M ;

(P7) (Joint concavity) Gn(t;ω; ·) is jointly concave;

(P8) (Self-duality) Gn(t;ω;A−1)−1 = Gn(t;ω;A);
(P9) (Determinantal identity) detGn(t;ω;A) =

∏n
i=1(detAi)

Γn(t;ω)i;

(P10) (AGH mean inequalities)

(
n∑

i=1
Γ(t;ω)iA

−1
i

)−1

≤ Gn(t;ω;A) ≤
n∑

i=1
Γ(t;ω)iAi.

By Remark 3.2, the following definition for weighted ALM and BMP geometric

means looks natural.

Definition 3.8 (Weighted ALM and BMP geometric means). For ω = (w1, . . . , wn) ∈
∆n, we define

Almn(ω;A) = Gn(0n;ω;A),
Bmpn(ω;A) = Gn(1n;ω;A)

.

4. Hadamard and tensor products for the weighted geometric means

Gn

We show the property of weighted geometric means Gn(t;ω;A) for tensor product
⊗. For convenience, we denote

A⊗ B := (A1 ⊗B1, . . . , An ⊗Bn),
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where A = (A1, . . . , An),B = (B1, . . . , Bn) ∈ Pn.

Proposition 4.1. Let A = (A1, . . . , An),B = (B1, . . . , Bn) ∈ Pn and ω =

(w1, w2, . . . , wn) a positive probability vector. Then

(4.1) Gn(t;ω;A)⊗Gn(t;ω;B) = Gn(t;ω;A⊗ B).

Proof. We first show that the identity (4.1) hold for n = 2. Let t ∈ [0, 1]2, ω =

(w1, w2) ∈ ∆2 and let A = (A1, A2),B = (B1, B2) ∈ P2. By Lemma 2.3, we have

G2(t;ω;A)⊗G2(t;ω;B) = (A1#w2A2)⊗ (B1#w2B2)

= (A1 ⊗B1)#w2(A2 ⊗B2)

= G2(t;ω;A⊗ B).

We complete the proof of (4.1) by induction on n. Suppose thatGn−1(t̂; ω̂; ·) satisfies
(4.1) for any t̂ ∈ [0, 1]n−1 and ω̂ ∈ ∆n−1.

Let {A(r)
i }∞r=0 be the positive definite matrix sequences defined in (3.1) and let

{B(r)
i }∞r=0 (resp. {C(r)

i }∞r=0 = {(Ai ⊗ Bi)
(r)}∞r=0) be defined in the same fashion as

{A(r)
i }∞r=0 , but starting from Bi (resp.Ai ⊗ Bi). Suppose that for some r, A

(r)
i ⊗

B
(r)
i = C

(r)
i for all i. Then for each j = 1, 2, . . . , n

(4.2) A(r) ⊗ B(r) = C(r) and (A(r))̸=j ⊗ (B(r))̸=j = (C(r)) ̸=j

and by the inductive assumption

C
(r+1)
j = Gn−1(t̸=n; ω̸̂=j ; (C(r))̸=j)

= Gn−1(t̸=n; ω̸̂=j ; (A(r))̸=j ⊗ (B(r))̸=j)

= Gn−1(t ̸=n; ω̸̂=j ; (A(r))̸=j)⊗Gn−1(t ̸=n; ω̂ ̸=j ; (B(r))̸=j)

= A
(r+1)
j ⊗B

(r+1)
j .

Since C
(0)
i = Ai ⊗ Bi = A

(0)
i ⊗ B

(0)
i for all i, (4.2) holds for any j = 1, . . . , n and

r ∈ N.
From the inductive assumption, the continuity of weighted geometric mean (P5)

and (4.2), we have

Gn(t;ω;A)⊗Gn(t;ω;B)

=
(
lim
r→∞

Gn−1(t ̸=n; ω̸̂=i; (A(r))̸=i)
)
⊗
(
lim
r→∞

Gn−1(t ̸=n; ω̂ ̸=i; (B(r)) ̸=i)
)

= lim
r→∞

(
Gn−1(t ̸=n; ω̸̂=i; (A(r))̸=i)⊗Gn−1(t ̸=n; ω̂ ̸=i; (B(r)) ̸=i)

)
= lim

r→∞

(
Gn−1(t ̸=n; ω̸̂=i; (A(r))̸=i ⊗ (B(r))̸=i)

)
= lim

r→∞

(
Gn−1(t ̸=n; ω̸̂=i; (A(r) ⊗ B(r)) ̸=i)

)
= lim

r→∞

(
Gn−1(t ̸=n; ω̸̂=i; (C(r))̸=i)

)
= Gn(t;ω;A⊗ B).
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□

We simply denote as Σn the collection of all n−tuples (σ1, σ2, . . . , σn) of permu-

tations on n letters satisfying

(4.3) {σ1(j), σ2(j), . . . , σn(j)} = {1, 2, . . . , n}

for each j = 1, 2, . . . , n. We now show that the Hadamard products of weighted

geometric means of Aσ1 ,Aσ2 , . . . ,Aσn for any n-tuple of permutations (σ1, . . . , σn) ∈
Σn is bounded by the Hadamard products of A1, . . . , An. One can see that it is an

extension of Ando’s result in the equation (1.1).

Theorem 4.2. Let A = (A1, . . . , An) ∈ Pn, t = (t1, . . . , tn) ∈ [0, 1]n and let ω =

(w1, . . . , wn) ∈ ∆n. For any n-tuple of permutations (σ1, . . . , σn) ∈ Σn,

(A−1
1 ◦ · · · ◦A−1

n )−1 ≤ Gn(t;ω;Aσ1) ◦ · · · ◦Gn(t;ω;Aσn) ≤ A1 ◦ · · · ◦An.

Proof. There is a positive linear map Φ from Mmn := Mmn,mn to Mm satisfying the

equation (2.1). Indeed, for any n-tuple of permutations (σ1, . . . , σn) ∈ Γn

Φ(Gn(t;ω;Aσ1)⊗ · · · ⊗Gn(t;ω;Aσn)) = Gn(t;ω;Aσ1) ◦ · · · ◦Gn(t;ω;Aσn).

By Proposition 4.1, the arithmetic-geometric mean inequality (P10) in Theorem

3.7, and the linearity of Φ, we obtain

Gn(t;ω;Aσ1) ◦ · · · ◦Gn(t;ω;Aσn) = Φ(Gn(t;ω;Aσ1)⊗ · · · ⊗Gn(t;ω;Aσn))

= Φ(Gn(t;ω;Aσ1 ⊗ · · · ⊗ Aσn))

≤ Φ

 n∑
j=1

Γ(t;ω)j
(
Aσ1(j) ⊗ · · · ⊗Aσn(j)

)
=

n∑
j=1

Γ(t;ω)jΦ(Aσ1(j) ⊗ · · · ⊗Aσn(j))

=

n∑
j=1

Γ(t;ω)j
(
Aσ1(j) ◦ · · · ◦Aσn(j)

)
=

n∑
j=1

Γ(t;ω)j(A1 ◦ · · · ◦An)

= A1 ◦ · · · ◦An.

The sixth equality follows from the condition (4.3).

Applying the above argument to A−1
σ1

,A−1
σ2

, . . . ,A−1
σn

, we have

A−1
1 ◦ · · · ◦A−1

n ≥ Gn(t;ω;A−1
σ1

) ◦ · · · ◦Gn(t;ω;A−1
σn

).
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Taking the inverse on both sides, using Choi’s inequality in Theorem 2.2, Lemma

2.1 (2), and the self-duality of weighted Karcher means (P8) in Theorem 3.7 yield[
A−1

1 ◦ · · · ◦A−1
n

]−1 ≤
[
Gn(t;ω;A−1

σ1
) ◦ · · · ◦Gn(t;ω;A−1

σn
)
]−1

=
[
Φ
(
Gn(t;ω;A−1

σ1
)⊗ · · · ⊗Gn(t;ω;A−1

σn
)
)]−1

≤ Φ
([

Gn(t;ω;A−1
σ1

)⊗ · · · ⊗Gn(t;ω;A−1
σn

)
]−1
)

= Φ
(
Gn(t;ω;A−1

σ1
)−1 ⊗ · · · ⊗Gn(t;ω;A−1

σn
)−1
)

= Φ(Gn(t;ω;Aσ1)⊗ · · · ⊗Gn(t;ω;Aσn))

= Gn(t;ω;Aσ1) ◦ · · · ◦Gn(t;ω;Aσn).

□

Corollary 4.3. Let A = (A1, . . . , An) ∈ Pn, t = (t1, . . . , tn) ∈ [0, 1]n and let

ω = (w1, . . . , wn) ∈ ∆n. Then

(A−1
1 ◦ · · · ◦A−1

n )−1 ≤ Gn(t;ω;A)◦Gn(t;ω;Aσ)◦ · · · ◦Gn(t;ω;Aσn−1) ≤ A1 ◦ · · · ◦An

for any n-cyclic permutation σ on {1, 2, . . . , n}.

Proof. Since σ is an n-cyclic permutation, the family of permutations {σ0, σ1, σ2, . . . ,

σn−1} satisfies the condition (4.3) for each j, where σ0 is the identity map. By The-

orem 4.2 the desired inequality is proved. □

Corollary 4.4. Let A = (A1, . . . , An) ∈ Pn. Then

(A−1
1 ◦ · · · ◦A−1

n )−1 ≤ Gn

(
t;

1

n
1n;A

)
◦ · · · ◦Gn

(
t;

1

n
1n;A

)
≤ A1 ◦ · · · ◦An.

Proof. For a uniform probability vector 1
n1n = (1/n, . . . , 1/n) in Rn and any per-

mutation σ on {1, . . . , n}, we have

Gn

(
t;

(
1

n
1n

)
σ

;Aσ

)
= Gn

(
t;

(
1

n
1n

)
;A
)

because of permutation invariance (P3) in Theorem 3.7. By Theorem 4.2 the desired

inequality is obtained.

□

Corollary 4.5. Let A = (A1, . . . , An) ∈ Pn. Then

(A−1
1 ◦ · · · ◦A−1

n )−1 ≤ ALMn(ω;A) ◦ · · · ◦ALMn(ω;A) ≤ A1 ◦ · · · ◦An,

(A−1
1 ◦ · · · ◦A−1

n )−1 ≤ BMPn(ω;A) ◦ · · · ◦BMPn(ω;A) ≤ A1 ◦ · · · ◦An
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