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the necessary condition always includes the optimal solution set. Although sufficient condi-
tions provide the tightest set of points, they typically require strong assumptions, making
them impractical for applications. In this paper, we focus on necessary conditions, which
yield a larger set of points that includes the optimal solution set.

We consider two desirable properties that an ideal necessary condition should fulfill. The
first property is genuineness, meaning that as a necessary condition, it does not require any
additional assumptions, enhancing its applicability. The second property is tightness. A
stronger necessary condition provides a tighter set of points, and the strongest necessary
condition provides the tightest set of points, which is the exact optimal solution set. It is
easy to see that an ideal necessary condition should satisfy both of these properties.

The well-known Karush-Kuhn-Tucker (KKT) conditions, for example, are well-established
first-order necessary conditions, which hold under certain constraint qualifications (CQs)
such as the Mangasarian-Fromovitz constraint qualification (MFCQ), Robinson’s constraint
qualification, and the constant rank constraint qualification (CRCQ), etc. Moreover, in
convex optimization problems, the KKT conditions serve as also sufficient conditions for op-
timality. If no CQ is satisfied, however, KKT conditions may fail to be necessary conditions.
That is, there may exist local optima that do not satisfy the KKT conditions.

In the early 2010s, Andreani, Haeser and Martínez [3] introduced a new concept of nec-
essary conditions for NLPs, known as Approximate KKT (AKKT) conditions, which do not
rely on any CQs. The AKKT conditions, formulated using sequences, are sequential opti-
mality conditions. These conditions are satisfied at local optima, regardless of whether any
CQ holds, which makes AKKT genuine necessary conditions. Furthermore, under certain
CQs, they are equivalent to the KKT conditions, which shows that AKKT is at least not
weak than KKT. The AKKT has also been extended to more general cases such as second-
order cone programming (SOCP) [2], semidefinite programming (SDP) [7], mathematical
programs with complementarity constraints (MPCC) [6], and mathematical programs with
equilibrium constraints (MPEC) [19].

More recently, second-order sequential optimality conditions have been proposed for
NLPs, such as the second-order AKKT (AKKT2) [4], which has also been extended to
SOCP problems [11], and Strong-AKKT2 (SAKKT2) relative to a perturbed critical sub-
space C̃ (C̃-SAKKT2) [10]. The AKKT2-type conditions require not only that the AKKT
conditions are satisfied, but also incorporate the second-order information of the optimiza-
tion problem, making them stronger than AKKT. Furthermore, some algorithms that find
points satisfying such sequential optimality conditions have also been proposed [4,5,9,17,21].
Although both AKKT2 and C̃-SAKKT2 have been established as necessary conditions for
local minimizers in NLPs, we need to recall the key distinction between them. Broadly
speaking, C̃-SAKKT2 is stronger than AKKT2 while as necessary conditions, C̃-SAKKT2
requires a relaxed constant rank assumption, which is weaker than the CRCQ, and AKKT2
does not. Figure 1 provides the comparison between AKKT2 and C̃-SAKKT2, where strict
implications are shown by an arrow. The same interpretation applies to Figure 2.

C̃-SAKKT2 AKKT2
Theorem 2.8

Figure 1: Distinctions between AKKT2 and C̃-SAKKT2

Our study contributes by introducing a novel SAKKT2, which fulfills the two desirable
properties of the ideal necessary condition. We show that the new proposed SAKKT2 is
stronger than both AKKT2 and C̃-SAKKT2, and demonstrate that our proposed SAKKT2
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holds at local minima without the need for any extra assumption, as compared to C̃-
SAKKT2 [10]. The key here is to modify the standard regularized quadratic penalty problem
typically used in such proofs. In addition, we propose algorithms that converge to second-
order points and generate sequences whose limit points satisfy the SAKKT2 conditions.
We show that both the penalty and the augmented Lagrangian methods generate SAKKT2
sequences under reasonable assumptions. In particular, for the penalty method, these as-
sumptions can be replaced with more commonly used assumptions of trust region methods.

This paper is structured as follows. In Section 2, we review the existing optimality
conditions for NLP, especially, we compare the existing AKKT2-type conditions, AKKT2
and C̃-SAKKT2. In Section 3, we propose the new SAKKT2, and show it strictly improves
both AKKT2 and C̃-SAKKT2 conditions. In Section 4, we show that the SAKKT2 points
could be generated by the penalty method and the augmented Lagrangian method under
some assumptions. Finally, Section 5 concludes the paper.

2 Existing Optimality Conditions

Before introducing the standard nonlinear programming (NLP) problems and discussing the
related optimality conditions, let us first define the notations that will be used throughout
this work. We consider the standard inner product in Rn, given by 〈a, b〉 :=

∑n
i=1 aibi, and

the Euclidean norm, given by ‖a‖ :=
√
〈a, a〉, for every a, b ∈ Rn. Let R+ denote the set

of positive scalars. For a matrix A ∈ Rn×n, its transpose is denoted by A>. The identity
matrix is denoted by I, where its dimension is defined by the context. The gradient and the
Hessian of a function ψ : Rn → R at an arbitrary point x ∈ Rn are represented by ∇ψ(x)
and ∇2ψ(x), respectively. When ψ̃ : Rn × R` → R, the gradient and the Hessian of ψ̃ at
(x, y) ∈ Rn × R` with respect to x are given by ∇xψ̃(x, y) and ∇2

xxψ̃(x, y), respectively.
In this paper, we deal with the following nonlinear programming problem:

minimize
x∈Rn

f(x)

subject to hj(x) = 0, j = 1, . . . , p,

gi(x) ≤ 0, i = 1, . . . ,m,

(NLP)

where the functions f, hj , gi : Rn → R are twice continuously differentiable on Rn. We
also use the notations h := (h1, . . . , hp) and g := (g1, . . . , gm). The feasible set of (NLP) is
denoted by F .

Moreover, for any x ∈ Rn, we denote by A(x) the set of indices of the inequality con-
straints that are active at x, i.e.,

A(x) := {i ∈ {1, . . . ,m} | gi(x) = 0} ,

and by A(x)C the complement of A(x), i.e., A(x)C := {1, . . . ,m}\A(x). The Lagrangian
function L : Rn × Rp × Rm

+ → R for (NLP) is given by

L(x, µ, ω) := f(x) + h(x)>µ+ g(x)>ω,

where µ ∈ Rp and ω ∈ Rm
+ are the Lagrange multipliers associated with the equality and

inequality constraints, respectively. A well-known necessary optimality condition for (NLP)
is given below.



748 H. LI, Y. YAMAKAWA, E.H. FUKUDA AND N. YAMASHITA

Definition 2.1. A point x̄ ∈ Rn satisfies the Karush-Kuhn-Tucker (KKT) conditions for
(NLP) if there exist µ̄ ∈ Rp and ω̄ ∈ Rm

+ such that

∇xL(x̄, µ̄, ω̄) = ∇f(x̄) +
p∑

j=1

µ̄j∇hj(x̄) +
m∑
i=1

ω̄i∇gi(x̄) = 0,

hj(x̄) = 0, j = 1, . . . , p,

gi(x̄) ≤ 0, ω̄igi(x̄) = 0, i = 1, . . . ,m.

If (x, µ, ω) satisfies the KKT conditions, x is called a KKT point. Although KKT
conditions are often used as optimality conditions, they may not be satisfied at a local
minimizer if no constraint qualification (CQ) holds at that point. One example of CQ is the
constant rank constraint qualification (CRCQ) for (NLP). To deal with the case where no
CQ holds, the Approximate KKT (AKKT) conditions [3] have been proposed.

Definition 2.2. A point x̄ satisfies the approximate KKT (AKKT) conditions for (NLP) if
there exists a sequence {(xk, µk, ωk, εk)} ⊆ Rn ×Rp ×Rm

+ × (0,∞) with xk → x̄ and εk ↘ 0
such that

∥∥∥∥∥∥∇f(xk) +
p∑

j=1

µk
j∇hj(xk) +

m∑
i=1

ωk
i ∇gi(xk)

∥∥∥∥∥∥ ≤ εk, (2.1)

‖h(xk)‖ ≤ εk, (2.2)
‖max{0, g(xk)}‖ ≤ εk, (2.3)

‖min{ωk,−g(xk)}‖ ≤ εk. (2.4)

Though the AKKT conditions require the first-order information of (NLP) as KKT
conditions do, it should be noticed that AKKT conditions are sequential conditions, that
is, they are defined by a sequence of points. The following proposition shows that, unlike
KKT conditions, AKKT is a genuine necessary condition for (NLP) without requiring any
assumptions.

Proposition 2.3. [3, Theorem 2.1] If x̄ is a local minimizer of (NLP), then x̄ satisfies the
AKKT conditions.

Unlike the KKT conditions which need a certain CQ, the AKKT conditions do not require
any extra assumptions, which makes the AKKT a genuine necessary condition compared
with the KKT conditions.

To exploit the second-order information of (NLP), basic second-order necessary condi-
tions have been proposed. To characterize the second-order optimality conditions for (NLP),
for any x ∈ F , we need the critical cone

C(x) :=

 d ∈ Rn
∇f(x)>d ≤ 0
∇hj(x)>d = 0, for j = 1, . . . , p
∇gi(x)>d ≤ 0, for i ∈ A(x)

 .

Additionally, the constant rank constraint qualification (CRCQ) introduced by [15] is re-
quired, which is satisfied for x ∈ F if there is a neighborhood of x such that for any subset
I ⊆ A(x), the rank of the family {∇hj(y)}pj=1 ∪ {∇gi(y)}i∈I is constant for all y in this
neighborhood.
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Proposition 2.4. [1, Theorem 3.1] Let x̄ be a local minimizer of (NLP) that satisfies
CRCQ. Then there exist Lagrange multipliers (µ, ω) ∈ Rp × Rm

+ such that

d>∇2
xxL(x̄, µ, ω)d ≥ 0 for all d ∈ C(x̄).

The corresponding definition of the second-order sequential optimality conditions was
firstly proposed in [4], and in [13], an equivalent characterization was given, which we include
below. Note that in this case a perturbed critical subspace is used.

Definition 2.5. A point x̄ satisfies the second-order AKKT (AKKT2) conditions for (NLP)
if there exists a sequence {(xk, µk, ωk, εk)} ⊆ Rn×Rp×Rm

+ ×(0,∞) with xk → x̄ and εk ↘ 0
satisfying AKKT and

d>∇2
xxL(x

k, µk, ωk)d ≥ −εk‖d‖2 for all d ∈ S(xk, x̄),

where the perturbed critical space S is defined as

S(y, x) :=

{
d ∈ Rn ∇hj(y)>d = 0, for j = 1, . . . , p

∇gi(y)>d = 0, for i ∈ A(x)

}
.

The necessity of AKKT2 for a local minimizer of (NLP) has been proved in [4], which
could also be found in [13]. We include it here for later comparisons with other AKKT2-type
conditions.

Proposition 2.6. [8, Theorem 3.4] If x̄ is a local minimizer of (NLP), then it satisfies
AKKT2.

It is easy to see that AKKT2 is stronger than AKKT since it does not only require that
the AKKT holds, but also includes the second-order information of (NLP). Furthermore, as
a necessary condition, it improves the basic second-order necessary condition since it does
not require any assumptions like CRCQ. We now present another AKKT2-type condition,
the strong second-order AKKT with respect to the perturbed critical cone C̃ (referred to as
C̃-SAKKT2), proposed in [10].

Definition 2.7. A point x̄ satisfies the C̃-strong second-order AKKT (C̃-SAKKT2) condi-
tions for (NLP) if there exists a sequence {(xk, µk, ωk, εk)} ⊆ Rn × Rp × Rm

+ × (0,∞) with
xk → x̄ and εk ↘ 0 satisfying AKKT and

d>∇2
xxL(x

k, µk, ωk)d ≥ −εk‖d‖2 for all d ∈ C̃(xk, x̄, ωk),

where the perturbed critical cone C̃ is defined as

C̃(y, x, ω) :=

 d ∈ Rn
∇hj(y)>d = 0, for j = 1, . . . , p
∇gi(y)>d ≤ 0, for i ∈ A(x) with ωi = 0
∇gi(y)>d = 0, for i ∈ A(x) with ωi > 0

 .

We also note that C̃(x̄, x̄, ω̄) = C(x̄) when (x̄, µ̄, ω̄) is a KKT triple of (NLP). Though
C̃-SAKKT2 is obviously stronger than AKKT2, we include the proof here for completeness.

Theorem 2.8. If a point x̄ satisfies C̃-SAKKT2, then it satisfies AKKT2.
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Proof. Since x̄ is a C̃-SAKKT2 point, there exists a sequence {(xk, µk, ωk, εk)} ⊆ Rn×Rp×
Rm

+ × (0,∞) with xk → x̄ and εk ↘ 0 satisfying AKKT conditions and

d>∇2
xxL(x

k, µk, ωk)d ≥ −εk‖d‖2 for all d ∈ C̃(xk, x̄, ωk).

Given the relation S(xk, x̄) ⊆ C̃(xk, x̄, ω), the above second-order condition also holds for
all d ∈ S(xk, x̄), and hence x̄ satisfies AKKT2.

To establish the necessity of C̃-SAKKT2, the following relaxed constant rank condition
is required.

Assumption 2.9. It is said that a point x ∈ Rn satisfies the relaxed constant rank condition
if there is a neighborhood of x so that, for any subset I ⊆ A(x), the rank of {∇gi(y)}i∈I is
constant for all y in this neighborhood.

It is important to note that Assumption 2.9 only imposes restrictions only on the in-
equality constraint, making it a weaker condition than CRCQ. Based on this assumption,
the necessity of C̃-SAKKT2 is given below.

Proposition 2.10. [10, Theorem 3.2] Let x̄ be a local minimizer of (NLP) and suppose
Assumption 2.9 holds at x̄. Then, x̄ satisfies C̃-SAKKT2.

Now we can compare the two existing AKKT2-type conditions. First, note that Theo-
rem 2.8 implies that C̃-SAKKT2 is stronger than AKKT2. On the other hand, as necessary
conditions, Propositions 2.6 and 2.10 indicate that AKKT2 does not require any assumptions
while C̃-SAKKT2 does. In the next section, we will propose a new AKKT2-type condition,
and demonstrate that it is stronger than both AKKT2 and C̃-SAKKT2, and prove that, as
a necessary condition, it does not require any assumptions.

3 Strong Second-Order Sequential Optimality Conditions

In this section, we present our results for (NLP), which build upon and improve Proposi-
tion 2.10 from [10]. We first introduce the definition of the new strong AKKT2 condition.

Definition 3.1. A point x̄ satisfies the S̃-strong second-order AKKT (S̃-SAKKT2) condi-
tions for (NLP) if there exists a sequence {(xk, µk, ωk, εk)} ⊆ Rn × Rp × Rm

+ × (0,∞) with
xk → x̄ and εk ↘ 0, satisfying AKKT, and

d>∇2
xxL(x

k, µk, ωk)d ≥ −εk‖d‖2 for all d ∈ S̃(xk, x̄, ωk), (3.1)

where the perturbed critical subspace S̃ is defined as

S̃(y, x, ω) :=

{
d ∈ Rn ∇hj(y)>d = 0, for j = 1, . . . , p,

∇gi(y)>d = 0, for i ∈ A(x) with ωi > 0

}
.

The following result demonstrates that S̃-SAKKT2 is stronger than C̃-SAKKT2, and
therefore also stronger than AKKT2.

Theorem 3.2. If a point x̄ satisfies S̃-SAKKT2, then it satisfies C̃-SAKKT2.

Proof. The relation C̃(y, x, ω) ⊆ S̃(y, x, ω) completes the proof.
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It could be verified that S̃-SAKKT2 is strictly stronger than C̃-SAKKT2 via the following
example.

Example 3.3. Consider the following nonlinear programming problem:

minimize
x∈R2

f(x) = x21 − x22

subject to g1(x) = −x1 + x2 ≤ 0,

g2(x) = −x2 ≤ 0.

Let x̄ = (0, 0) and define the sequences xk = ( 1k ,
1
k ), ω

k = (0, 0), εk = 4
k .

It is straightforward to verify that the AKKT conditions hold at x̄ with the sequence
(xk, ωk, εk). We first show that C̃-SAKKT2 holds at x̄. Note that the Hessian of the
Lagrangian is

∇2
xxL(x

k, ωk) = ∇2f(xk) =

[
2 0
0 −2

]
,

and that
∇g1(xk) =

[
−1
1

]
, ∇g2(xk) =

[
0
−1

]
.

Since both constraints are active at x̄ and ωk = (0, 0), the perturbed critical cone is given
by C̃(xk, x̄, ωk) = {d ∈ R2 | d1 ≥ d2 ≥ 0}. One easily verifies that

d>∇2
xxL(x

k, ωk)d ≥ 0 ≥ −εk‖d‖2 for all d ∈ C̃(xk, x̄, ωk).

Thus, C̃-SAKKT2 holds at x̄ with the chosen sequence. On the other hand, the perturbed
critical subspace in S̃-SAKKT2 is S̃(xk, x̄, ωk) = R2. By choosing d = (0, 1), it is obvious
that S̃-SAKKT2 fails at x̄ with the chosen (xk, ωk, εk).

We establish the necessity of S̃-SAKKT2 as follows.

Theorem 3.4. If x̄ is a local minimizer of (NLP), then x̄ satisfies S̃-SAKKT2.

Proof. Let δ ∈ (0, 13 ) be chosen such that f(x̄) ≤ f(x) holds for all x ∈ F ∩ B(x̄, δ), where
B(x̄, δ) denotes the closed ball with center x̄ and radius δ. Given a sequence {ρk} ⊂ R+

with ρk → +∞, we consider the following regularized penalty subproblem:

minimize
x∈Rn

Fk(x) := f(x) +
ρk
2

p∑
j=1

hj(x)
2 +

ρk
4

m∑
i=1

max{0, gi(x)}4 +
1

4
‖x− x̄‖4

subject to x ∈ B(x̄, δ).

(3.2)

Let xk be a global solution of the optimization problem (3.2), which exists because its
feasible set is nonempty and compact and the objective function is continuous. Therefore,
for any k ∈ N, we have

f(xk) +
1

4
‖xk − x̄‖4 ≤ Fk(x

k) ≤ Fk(x̄) = f(x̄). (3.3)

Moreover, because
∥∥xk − x̄

∥∥ ≤ δ is valid for all k ∈ N, there exist x∗ ∈ B(x̄, δ) and an
infinite subset K ⊆ N such that limK3k→∞ xk = x∗.
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We will now show that x∗ = x̄. By (3.3), we have

1

2

p∑
j=1

hj(x
k)2 +

1

4

m∑
i=1

max{0, gi(xk)}4 ≤
f(x̄)− f(xk)− 1

4‖x
k − x̄‖4

ρk
. (3.4)

As xk → x∗ and ρk → ∞, the right-hand side of (3.4) goes to zero, and hence∑p
j=1 hj(x

∗)2 = 0 and
∑m

i=1 max{0, gi(x∗)}4 = 0. Now we note that f(x̄) ≤ f(x∗) be-
cause x∗ ∈ F ∩ B(x̄, δ). Then, by using (3.3) and taking k → ∞, we have

f(x∗) +
1

4
‖x∗ − x̄‖4 ≤ f(x̄) ≤ f(x∗).

Thus, we also obtain x∗ = x̄.
Therefore, as xk → x̄, there is an n0 > 0 such that for all k ≥ n0, xk ∈ int(B(x̄, δ)), and

gi(x
k) < 0, i ∈ A(x∗)C (3.5)

by the continuity of gi, i = 1, . . . ,m. Note also that δ ∈ (0, 13 ) implies

‖xk − x̄‖3 ≤ 3‖xk − x̄‖2 ≤ ‖xk − x̄‖. (3.6)

From now on, let k be an arbitrary integer satisfying k ≥ n0. Using Fermat’s rule, the
gradient of the objective function of (3.2) must vanish at xk:

∇Fk(x
k) =∇f(xk) +

p∑
j=1

ρkhj(x
k)∇hj(xk)

+

m∑
i=1

ρk max{0, gi(xk)}3∇gi(xk) + ‖xk − x̄‖2(xk − x̄) (3.7)

=0.

Furthermore, we have

∇2Fk(x
k) =

∇2f(xk) +

p∑
j=1

ρkhj(x
k)∇2hj(x

k) +
m∑
i=1

ρk max{0, gi(xk)}3∇2gi(x
k)


+

p∑
j=1

ρk∇hj(xk)∇hj(xk)> + 3

m∑
i=1

ρk max{0, gi(xk)}2∇gi(xk)∇gi(xk)> (3.8)

+ 2(xk − x̄)(xk − x̄)> + ‖xk − x̄‖2I � 0.

Let us define
µk
j := ρkhj(x

k), ωk
i := ρk max{0, gi(xk)}3,

and
εk := max{‖xk − x̄‖, ‖h(xk)‖, ‖max{0, g(xk)}‖}.

Note that εk ↘ 0 (k → ∞). By the definition of ωk
i , we have min{ωk

i ,−gi(xk)} = ωk
i = 0

for gi(xk) ≤ 0 and min{ωk
i ,−gi(xk)} = −gi(xk) < 0 for gi(xk) > 0. Thus,∥∥min{ωk,−g(xk)}

∥∥ ≤ εk.
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Meanwhile, using (3.6) and (3.7), we have∥∥∥∥∥∥∇f(xk) +
p∑

j=1

µk
j∇hj(xk) +

m∑
i=1

ωk
i ∇gi(xk)

∥∥∥∥∥∥ = ‖xk − x̄‖3 ≤ εk,

‖h(xk)‖ ≤ εk.

Therefore, {(xk, µk, ωk, εk)} satisfies AKKT.
Let d ∈ S̃(xk, x̄, ωk). Notice that ∇hj(xk)>d = 0 for j = 1, . . . , p. Inequality (3.8) and

the definitions of µk, ωk and εk give

d>

∇2f(xk) +

p∑
j=1

µk
j∇2hj(x

k) +

m∑
i=1

ωk
i ∇2gi(x

k)

 d

≥− d>
(
2(xk − x̄)(xk − x̄)> + ‖xk − x̄‖2I

)
d

− d>

(
3

m∑
i=1

ρk max{0, gi(xk)}2∇gi(xk)∇gi(xk)>
)
d.

(3.9)

Now, note that the last term in (3.9) can be written as

− 3

m∑
i=1

ρk max{0, gi(xk)}2(∇gi(xk)>d)2

=− 3

 ∑
i:i∈A(x∗)

max{0, gi(xk)}2(∇gi(xk)>d)2 +
∑

i:i∈A(x∗)C

max{0, gi(xk)}2(∇gi(xk)>d)2


=− 3
∑

i:i∈A(x∗)

with ωk
i >0

max{0, gi(xk)}2(∇gi(xk)>d)2

(3.10)
since the definition of ωk

i gives the fact that ωk
i = 0 is equivalent to gi(xk) ≤ 0 and hence

max{0, gi(xk)}2 = 0, and the last term in the second-line disappears from (3.5). Thus, we
can then conclude that (3.10) is zero due to d ∈ S̃(xk, x̄, ωk). Then, we have

−d>∇2
xL(x

k, µk, ωk)d ≥− d>
(
2(xk − x̄)(xk − x̄)> + ‖xk − x̄‖2I

)
d

≥− εk‖d‖2,

where the last line comes from Cauchy-Schwarz inequality and the fact that 3‖xk− x̄‖2 ≤ εk
by (3.6).

Although C̃-SAKKT2 has been shown to be necessary conditions for a local minimizer
under the relaxed constant rank condition in [10], we have demonstrated that this relaxed
constant rank condition is actually not required, as shown by Theorems 3.2 and 3.4. More
specifically, Theorem 3.2 establishes that S̃-SAKKT2 implies C̃-SAKKT2, and Theorem 3.4
confirms that S̃-SAKKT2 itself is a necessary condition without requiring any assumptions.
Thus, Assumption 2.9 in Proposition 2.10 can be removed without compromising its ne-
cessity. The trick here is the use of quartic penalization in (3.2) for handling inequality
constraints.
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We conclude this section by comparing the three AKKT2-type conditions: AKKT2, C̃-
SAKKT2, and our S̃-SAKKT2. As shown in Theorem 3.2, the S̃-SAKKT2 conditions we
proposed in this paper is the strongest necessary condition among the three. Moreover, it
does not require any assumptions as the necessary condition. These two desirable proper-
ties suggest that our new S̃-SAKKT2 should be regarded as the most ideal second-order
sequential necessary condition of the three. Figure 2 shows the improvement of S̃-SAKKT2,
compared with AKKT2 and C̃-SAKKT2.

S̃-SAKKT2local minima C̃-SAKKT2 AKKT2Theorem 3.4 Theorem 3.2 Theorem 2.8

Figure 2: Comparison of S̃-SAKKT2 with AKKT2 and C̃-SAKKT2

4 Algorithms that Generate S̃-SAKKT2 Points

In this section, we will present some algorithms that can generate S̃-SAKKT2 points. We
begin by providing the following assumption, which will be needed in the proposed basic
penalty method and the augmented Lagrangian method.

Assumption 4.1. A sequence {xk} satisfies the assumption if

lim
k→∞

p∑
j=1

hj(x
k)2 = 0 and lim

k→∞

m∑
i=1

max{0, gi(xk)} = 0.

Note that the assumption is general, as it is required by many optimization algorithms. It
is particularly satisfied by any algorithm if the accumulation point of the sequence generated
by it is feasible.

4.1 The penalty method

To introduce the basic penalty method, let {ρk} be a positive sequence, and consider the
following unconstrained subproblem in each iteration k:

minimize
x∈Rn

φρk
(x) := f(x) +

ρk
2

p∑
j=1

hj(x)
2 +

ρk
4

m∑
i=1

max{0, gi(x)}4. (4.1)

Observe that φρk
is similar to the well-known quadratic penalty function, except that the

violation of the inequality constraint is raised to the fourth power, rather than squared.
A basic penalty method that uses this function and generates S̃-SAKKT2 points under
Assumption 4.1 is given in Algorithm 1.

Note that Step 2 of Algorithm 1 can be performed using a trust region method. The
next theorem shows that the sequence generated by Algorithm 1 satisfies S̃-SAKKT2 under
Assumption 4.1.

Theorem 4.2. Let {xk} be a sequence generated by Algorithm 1 and x∗ be any of its
accumulation points. Suppose {xk} satisfies Assumption 4.1. Then, x∗ is a S̃-SAKKT2
point.
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Algorithm 1 Basic penalty method
1: Choose {εk}, {ρk} ∈ (0,∞) such that εk ↘ 0 and ρk → ∞, and x0 ∈ Rn. Set k := 0.
2: Find an approximate solution xk of (4.1) satisfying

‖∇φρk
(xk)‖ ≤ εk and d>∇2φρk

(xk)d ≥ −εk‖d‖2 for all d ∈ Rn. (4.2)

3: Set k := k + 1 and go back to Step 2.

Proof. Condition (4.2) gives∥∥∥∥∥∥∇f(xk) +
p∑

j=1

ρkhj(x
k)∇hj(xk) +

m∑
i=1

ρk max{0, gi(xk)}3∇gi(xk)

∥∥∥∥∥∥ ≤ εk (4.3)

and

d>

∇2f(xk) +

p∑
j=1

ρkhj(x
k)∇2hj(x

k) +

m∑
i=1

ρk max{0, gi(xk)}3∇2gi(x
k)

 d

+

p∑
j=1

ρk‖∇hj(xk)>d‖2 + 3
m∑
i=1

ρk max{0, gi(xk)}2‖∇gi(xk)>d‖2 ≥ −εk‖d‖2 (4.4)

for all d ∈ Rn. Then by setting the Lagrange multipliers associated to xk as

µk
j := ρkhj(x

k), ωk
i := ρk max{0, gi(xk)}3,

and by (4.3) as well as Assumption 4.1, we have (2.1), (2.2), and (2.3) are satisfied. By the
definition of ωk, when gi(x

k) ≤ 0, we have ωk
i = 0 and hence min{ωk

i ,−gi(xk)} = ωk
i = 0.

When gi(x
k) ≥ 0, on the other hand, we have

lim
k→∞

min{ωk
i ,−gi(xk)} = − lim

k→∞
gi(x

k) = 0

due to Assumption 4.1, so that (2.4) is satisfied. Also, similarly to the proof of Theorem 3.4,
we can see that by choosing any d ∈ S̃(xk, x̄, ωk) ⊂ Rn, (4.4) implies (3.1). Since x∗ is an
accumulation point, there is an infinite subset K ⊆ N such that limK3k→∞ xk = x∗. Then,
we have {(xk, µk, ωk)} ⊆ Rn×Rp×Rm

+ with xk → x∗ satisfying S̃-SAKKT2 conditions and
hence x∗ is a S̃-SAKKT2 point.

Next we present a modification of Algorithm 1, which does not require Assumption 4.1.
The modified penalty method applies the trust region method from an appropriate initial
point. And this approach demonstrates that Assumption 4.1 automatically holds for the
penalty method given in Algorithm 2.

The following result demonstrates that the modified penalty method can generate S̃-
SAKKT2 points without the need for Assumption 4.1.

Theorem 4.3. Let {xk} be a sequence generated by Algorithm 2 and x∗ be any of its
accumulation points. Then, we have

lim
k→∞

p∑
j=1

hj(x
k)2 = 0 and lim

k→∞

m∑
i=1

max{0, gi(xk)} = 0,

i.e., Assumption 4.1 automatically holds. Furthermore, x∗ is a S̃-SAKKT2 point.
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Algorithm 2 Modified penalty method
1: Choose {εk}, {ρk} ∈ (0,∞) such that εk ↘ 0 and ρk → ∞, and a feasible point x0 ∈ F .

Set x̂ := x0 and k := 0.
2: Obtain an approximate solution xk of (4.1) satisfying

‖∇φρk
(xk)‖ ≤ εk and d>∇2φρk

(xk)d ≥ −εk‖d‖2 for all d ∈ Rn

via a trust region method starting from x̂.
3: if f(xk) + ρk+1

2

∑p
j=1 hj(x

k)2 + ρk+1

4

∑m
i=1 max{0, gi(xk)}4 ≤ f(x0) then

4: set x̂ := xk.
5: else
6: set x̂ := x0.
7: end if
8: Set k := k + 1 and go back to Step 2.

Proof. Since x∗ is an accumulation point of {xk}, there is an infinite subset K ⊆ N such that
limK3k→∞ xk = x∗. Meanwhile, since the trust region method is a descent method (see [16,
Chapter 4]), at the iteration k we have

φρk
(xk) ≤ φρk

(x̂).

Also, from the algorithm, either x̂ = x0 or x̂ = xk−1. In the former case, φρk
(x̂) = φρk

(x0) =
f(x0) because x0 ∈ F . In the latter case, φρk

(x̂) = φρk
(xk−1) ≤ f(x0) from the previous

iteration and Step 3. Thus, we obtain

f(xk) +
ρk
2

p∑
j=1

hj(x
k)2 +

ρk
4

m∑
i=1

max{0, gi(xk)}4 ≤ φρk
(x̂) ≤ f(x0).

Therefore,
1

2

p∑
j=1

hj(x
k)2 +

1

4

m∑
i=1

max{0, gi(xk)}4 ≤ f(x0)− f(xk)

ρk
.

Taking the limit K 3 k → ∞, the right-hand side of the above inequality goes to 0 because
ρk → ∞ and f is continuous. Hence Assumption 4.1 holds. The remainder of the proof is
similar to that of Theorem 4.2.

Algorithm 2 demonstrates that when using the modified penalty method, Assumption 4.1
can be replaced by other general assumptions commonly applied in the trust region method
(see, for example, [16, Theorem 4.1]), without affecting the global convergence.

4.2 The augmented Lagrangian method

Consider the following augmented Lagrangian function:

Lρ(x, µ, ω) := f(x) +
ρ

2

p∑
j=1

[
hj(x) +

µj

ρ

]2
+
ρ

4

m∑
i=1

max

{
0, gi(x) +

ωi

ρ

}4

(4.5)

for all x ∈ Rn, ρ > 0 and where µ ∈ Rp and ω ∈ Rm
+ are the Lagrange multipliers. As in the

case of the penalty method, the function above is similar to the classical Powell-Hestenes-
Rockafellar augmented Lagrangian function [14, 18, 20], except that the violations of the
inequality constraints are raised to the fourth power.



A STRONG SECOND-ORDER SEQUENTIAL OPTIMALITY CONDITION FOR NLPS 757

Algorithm 3 Augmented Lagrangian method
1: Let µmin < µmax, ωmax > 0, γ > 1, ρ1 > 0, τ ∈ (0, 1). Let {εk} ∈ (0,∞) such

that εk ↘ 0. Let µ1
j ∈ [µmin, µmax] for all j ∈ {1, . . . , p} and ω1

i ∈ [0, ωmax] for all
i ∈ {1, . . . ,m}. Let x0 ∈ Rn, and V 0 := max{0, g(x0)}. Set k := 0.

2: Obtain an approximate minimizer xk of Lρk
(x, µk, ωk) satisfying

‖∇xLρk
(xk, µk, ωk)‖ ≤ εk and ∇2

xxLρk
(xk, µk, ωk) ≥ −εkI. (4.6)

3: Define V k
i := max{gi(xk),−ωk

i /ρk} for i ∈ {1, . . . ,m}.
4: if max{‖h(xk)‖∞, ‖V k‖∞} ≤ τ max{‖h(xk−1)‖∞, ‖V k−1‖∞} then
5: set ρk+1 := ρk,
6: else
7: set ρk+1 := γρk.
8: end if
9: Compute µk+1

j := max(µmin,min(µmax, µ
k
j + ρkhj(x

k))) ∈ [µmin, µmax] for all j ∈
{1, . . . , p} and ωk+1

i := max(0,min(ωmax, ω
k
i + ρkgi(x

k))) ∈ [0, ωmax], for all i ∈
{1, . . . ,m}. Set k := k + 1 and go back to Step 1.

The augmented Lagrangian method that we consider is given in Algorithm 3, which is
based on ALGENCAN (see [8, Algorithm 4.1]). The following result shows that Algorithm 3
generates S̃-SAKKT2 points under Assumption 4.1.

Theorem 4.4. Let {xk} be a sequence generated by Algorithm 3 and x∗ be any of its
accumulation points. Suppose that {xk} satisfies Assumption 4.1. Then, x∗ is a S̃-SAKKT2
point.

Proof. Since x∗ is an accumulation point, there is an infinite subset K ⊆ N such that for all
k ∈ K, we have limK3k→∞ xk = x∗. To see that x∗ fulfills the S̃-SAKKT2 conditions, first
note that (4.6) gives

‖∇xLρk
(xk, µ̂k, ω̂k)‖ ≤ εk (4.7)

and

∇2Lρk
(xk, µ̂k, ω̂k) +

p∑
j=1

ρk∇hj(xk)∇hj(xk)>

+ 3

m∑
i=1

ρk max{0, gi(xk) +
ωk
i

ρk
}2∇gi(xk)∇gi(xk)> � −εkI (4.8)

where µ̂k
j := µk

j + ρkhj(x
k) and ω̂k

i := ρk max
{
0, gi(x

k) +
ωk

i

ρk

}3

.
It has been shown in [8, Theorem 4.1] that for k large enough, ω̂k

i = 0 for all i /∈ A(x∗).
Moreover, by the definition of ω̂k

i , we notice that ω̂k
i = 0 if and only if gi(xk) + ωk

i

ρk
≤ 0,

which means the (4.8) could be rewritten as

∇2
xLρk

(xk, µ̂k, ω̂k) +

p∑
j=1

ρk∇hj(xk)∇hj(xk)>

+ 3

m∑
i:i∈A(x∗) with ω̂k

i >0

ρk max

{
0, gi(x

k) +
ωk
i

ρk

}2

∇gi(xk)∇gi(xk)> � −εkI. (4.9)
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Then by choosing any d ∈ S̃(xk, x∗, ω̂k), we get

d>∇2
xLρk

(xk, µ̂k, ω̂k)d ≥ εk‖d‖2,

which shows that the augmented Lagrangian method generates S̃-SAKKT2 sequences.

5 Conclusion

In this paper, we introduced a new strong second-order sequential optimality condition for
(NLP). This condition strengthens existing sequential optimality conditions by offering a
more tight framework that does not rely on restrictive assumptions. Our work demonstrates
that this condition holds as a necessary condition for local minima without the need for
constraint qualifications, further broadening its applicability in various (NLP) settings.

Additionally, we established the global convergence of penalty methods and an aug-
mented Lagrangian method under weak assumptions, as it shows that these methods can be
effectively applied to solve (NLP) problems while generating points that satisfy the proposed
strong second-order sequential optimality condition. The introduction of quartic penaliza-
tion for inequality constraints further enhances the practicality of these algorithms.

For future work, we can explore other optimization methods that generate S̃-SAKKT2
points. In particular, we plan to investigate the use of the Sequential Quadratic Program-
ming (SQP) method that may generate such points. This extension would further enhance
the flexibility and applicability of our framework, allowing for more diverse algorithms to
be used in solving (NLP) problems. Another idea is to define analogous strong second-order
conditions using the so-called complementarity AKKT (CAKKT) [12].

References

[1] R. Andreani, E. Echagüe and M.L. Schuverdt, Constant-rank condition and second-
order constraint qualification, J. Optim. Theory Appl. 146 (2010) 255–266.

[2] R. Andreani, E.H. Fukuda, G. Haeser, D.O. Santos and L.D. Secchin, Optimality condi-
tions for nonlinear second-order cone programming and symmetric cone programming,
J. Optim. Theory Appl. 200 (2024) 1–33.

[3] R. Andreani, G. Haeser and J.M. Martínez, On sequential optimality conditions for
smooth constrained optimization, Optimization 60 (2011) 627–641.

[4] R. Andreani, G. Haeser, A. Ramos, and P.J.S. Silva, A second-order sequential op-
timality condition associated to the convergence of optimization algorithms, IMA J.
Numer. Anal. 37 (2017) 1902–1929.

[5] R. Andreani, G. Haeser, M.L. Schuverdt and P.J.S. Silva, Two new weak constraint
qualifications and applications, SIAM J. Optim. 22 (2012) 1109–1135.

[6] R. Andreani, G. Haeser, L. D. Secchin and P.J.S. Silva, New sequential optimality con-
ditions for mathematical programs with complementarity constraints and algorithmic
consequences, SIAM J. Optim. 29 (2019) 3201–3230.

[7] R. Andreani, G. Haeser and D.S. Viana, Optimality conditions and global convergence
for nonlinear semidefinite programming, Math. Program. 180 (2020) 203–235.



A STRONG SECOND-ORDER SEQUENTIAL OPTIMALITY CONDITION FOR NLPS 759

[8] R. Andreani, J.M. Martínez and M.L. Schuverdt, On second-order optimality conditions
for nonlinear programming, Optimization 56 (2007) 529–542.

[9] R. Andreani, J.M. Martínez and B.F. Svaiter, A new sequential optimality condition
for constrained optimization and algorithmic consequences, SIAM J. Optim. 20 (2010)
3533–3554.

[10] A. Fischer, G. Haeser and T.P. Silveira, On achieving strong necessary second-order
properties in nonlinear programming, Pacific. J. Optim. 20 (2024) 683–697.

[11] E.H. Fukuda and K. Okabe, A second-order sequential optimality condition for non-
linear second-order cone programming problems, Comput. Optim. Appl. 90 (2025)
911–939.

[12] G. Haeser, A second-order optimality condition with first- and second-order comple-
mentarity associated with global convergence of algorithms, Comput. Optim. Appl. 70
(2018) 615–639.

[13] G. Haeser, Some theoretical limitations of second-order algorithms for smooth con-
strained optimization, Oper. Res. Lett. 46 (2018) 295–299.

[14] M.R. Hestenes, Multiplier and gradient methods, J. Optim. Theory Appl. 4 (1969)
303–320.

[15] R. Janin, Directional derivative of the marginal function in nonlinear programming,
in: Sensitivity, Stability and Parametric Analysis, A.V. Fiacco (ed), Math. Program.
Stud., vol. 21, Springer, 1984, pp. 110–126.

[16] J. Nocedal and S.J. Wright, Numerical Optimization. Springer Science & Business
Media, 2006.

[17] K. Okabe, Y. Yamakawa and E.H. Fukuda, A revised sequential quadratic semidefinite
programming method for nonlinear semidefinite optimization. J. Ind. Manag. Optim.
19 (2023) 7777–7794.

[18] M.J.D. Powell, A method for nonlinear constraints in minimization problems, in: Op-
timization, R. Fletcher (ed), Academic Press, New York, NY, 1969, pp. 283–298.

[19] A. Ramos, Mathematical programs with equilibrium constraints: a sequential opti-
mality condition, new constraint qualifications and algorithmic consequences, Optim.
Methods Softw. 36 (2021) 45–81.

[20] R.T. Rockafellar, Augmented Lagrange multiplier functions and duality in nonconvex
programming, SIAM J. Control Optim. 12 (1974) 268–285.

[21] Y. Yamakawa and T. Okuno, A stabilized sequential quadratic semidefinite program-
ming method for degenerate nonlinear semidefinite programs, Comput. Optim. Appl.
83 (2022) 1027–1064.

Manuscript received 30 November 2024
revised 21 February 2025

accepted for publication 22 April 2025



760 H. LI, Y. YAMAKAWA, E.H. FUKUDA AND N. YAMASHITA

Huimin Li
Graduate School of Informatics
Kyoto University, Kyoto 606-8501, Japan
E-mail address: li.huimin.86m@st.kyoto-u.ac.jp

Yuya Yamakawa
Graduate School of Management
Tokyo Metropolitan University
Tokyo 192-0397, Japan
E-mail address: yuya@tmu.ac.jp

Ellen H. Fukuda
Graduate School of Informatics
Kyoto University, Kyoto 606-8501, Japan
E-mail address: ellen@i.kyoto-u.ac.jp

Nobuo Yamashita
Graduate School of Informatics
Kyoto University, Kyoto 606-8501, Japan
E-mail address: nobuo@i.kyoto-u.ac.jp


