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derivative’s calculation process. Then, the H∞ filter of this system can be obtained by
solving a series of LMIs.

In this paper, the notation is quite standard. The superscripts “-1”and “T” stand for
the inverse and transpose of the matrix respectively; Rn is defined as the n-dimensional
Euclidean space; Rn×m is the set of all n × m matrices; P >0 indicates that P is positive
definite; I is an identity matrix with appropriate dimension; diag{. . . } is defined as the block
diagonal matrix; and “∗” is used to indicate the symmetric item of a symmetric matrix.

2 Problem Formulation

Consider the following time-varying delay system with polytopic-type uncertainties,
ẋ(t) = Ax(t) +Adx(t− d(t)) +Bw(t),
y(t) = Cyx(t) +Dyw(t),
z(t) = Czx(t) +Dzw(t),
x(t) = ς(t), t ∈ [−τ, 0],

(2.1)

where x(t) ∈ Rn is the state variable; y(t) ∈ Rm is the measurable output variable; w(t) ∈ Rq

is the output disturbance satisfying w(k) ∈ L2[0,+∞); and z(t) ∈ Rp is the output signal
to be estimated. A,Ad, Cy, Dy, Cz, DZ are with appropriate dimensions, and d(t) is the
time-varying delay satisfying the following conditions,

0 ≤ d(t) ≤ τ (2.2)

and

ḋ(t) ≤ µ ≤ 1. (2.3)

Define system matrices A,Ad, Cy, Dy, Cz, Dz that belongs to the following polytopic-type
uncertain region,

χ = [A,Ad, Cy, Dy, Cz, Dz] ∈ Ξ, (2.4)

where Ξ is the real convex polytopic domain

Ξ :=
[
χ(λ) =

q∑
i=1

λiχi;

q∑
i=1

λi = 1, λi ≥ 0
]
. (2.5)

The q vertices of the polytopic can be described as:

χi = [Ai, A
(i)
d , C(i)

y , D(i)
y , C(i)

z , D
(i)
Z ].

Consider the following filter system of system (2.1),{
˙̂x(t) = Af x̂(t) +Bfy(t),
ẑ(t) = Cf x̂(t) +Dfy(t),

(2.6)

where Af , Bf , Cf , Df are given filter matrices with appropriate dimension. Our objective is
to design an asymptotically stable linear filter system (2.6) for system (2.1).
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Define η =
[ x(t)
x̂(t)

]
, and let e(t) = z(t) − ẑ(t). Then, we can obtain the following filter

dynamic error system for system (2.1):
η̇(t) = Aεη(t) +Adεη(t− d(t)) +Bεw(t),
e(t) = Cεη(t) +Dεw(t),

η(t) =
[
ςT (t) 0

]T
, t ∈ [−τ, 0].

(2.7)

Here,

Aε =
[ A 0
BfCy Af

]
Adε =

[ Ad 0
0 0

]
Bε =

[ B
BfDy

]
Cε =

[
Cz −DfCy − Cf

]
Dε = Dz −DfDy

For the given τ, µ, γ > 0, if we can find a full-order linear time-invariant filter for system
(2.1), then for any delay that satisfies (2.2) and (2.3), it will hold that (i) the filter error
system (2.7) is asymptotically stable; and (ii) under the initial conditions, for all non-zero
w(t) ∈ L2[0,+∞] and λ > 0, the filter error system (2.7) has the H∞ properties:

∥ e ∥2≤ γ ∥ Ξ ∥2 .

3 H∞ Performance Analysis

The following theorem gives a sufficient condition for the existence of the filter system
(2.6).

Theorem 3.1. Let P =
[ P1 P2

∗ P3

]
, Q1 > 0, Q2 > 0, Z > 0, R > 0, X = [Xij ]5×5 ≥ 0,

M =


M1

M2

M3

M4

M5

, H =


H1

H2

H3

H4

H5

, Y =


Y1

Y2

Y3

Y4

Y5

. For the given τ > 0, µ < 1 and γ > 0,

the augmented system (2.7) is asymptotically stable while the time delay satisfies conditions
(2.2) and (2.3), and it also satisfies the H∞ performance: ∥ e ∥2≤ γ ∥ Ξ ∥2 if the following
LMIs are valid,

ϕ(i) =


Ξ(i) + τX ΓT

(i) τĀT
(i)Z Y TR−1 ĀT

(i)R

∗ −I 0 0 0
∗ ∗ −τZ 0 0
∗ ∗ ∗ −R−1 0
∗ ∗ ∗ ∗ −R

 < 0, ∀i = 1, 2, . . . , q. (3.1)

γ
(i)
1 =

[
X M +H
∗ Z

]
≥ 0, ∀i = 1, 2, . . . , q. (3.2)

γ
(i)
2 =

[
X 0
∗ 0

]
≥ 0, ∀i = 1, 2, . . . , q. (3.3)

where Ξ(i) =
[
Ξ
(i)
jk

]
5×5

, Ā(i) =
[
A(i) 0 A

(i)
d 0 B(i)

]
, Γ(i) =[

C
(i)
z −DfC

(i)
y − Cf 0 0 D

(i)
z −DfD

(i)
y

]
, Ξ

(i)
11 = AT

(i)P1 + P1A
(i) + C

(i)T
y BT

f P
T
2

+P2BfC
(i)
y +Q1+Q2+M1+MT

1 +Y1A
(i)+AT

(i)Y
T
1 +HT

1 +H1, Ξ
(i)
12 = AT

(i)P2+C
(i)T
y BT

f P3+
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P2Af +MT
2 +AT

(i)Y
T
2 +HT

2 , Ξ
(i)
13 = P1A

(i)
d −M1+MT

3 +HT
3 +AT

(i)Y
T
3 +Y1A

(i)
d , Ξ

(i)
14 = MT

4 −
H1+HT

4 +AT
(i)Y

T
4 , Ξ

(i)
15 = P1B

(i)+P2BfD
(i)
y +MT

5 +HT
5 +AT

(i)Y
T
5 +Y1B, Ξ

(i)
22 = AT

f P3+P3Af ,

Ξ
(i)
23 = −M2 +Y2A

(i)
d , Ξ

(i)
24 = −H2, Ξ

(i)
25 = P2B

(i)+P3BfD
(i)
y +Y2B

(i), Ξ
(i)
33 = −(1−µ)Q1 −

MT
3 −M3+A

(i)
d Y T

3 +Y3A
(i)
d , Ξ

(i)
34 = −MT

4 −H3+A
(i)T
d Y T

4 , Ξ
(i)
35 = −MT

5 +Y3B
(i)+A

(i)T
d HT

5 ,

Ξ
(i)
44 = −Q2 +HT

4 −H4, Ξ
(i)
45 = −HT

5 + Y4B
(i), Ξ

(i)
55 = −γ2I + Y5B

(i) +BT
(i)Y

T
5 .

Proof. We choose the following Lyapunov function candidate,

V (xt) := ηT (t)Pη(t) +

∫ t

t−d(t)

xT (s)Q1x(s)ds+

∫ t

t−τ

xT (s)Q2x(s)ds

+

∫ 0

−τ

∫ t

t+θ

ẋT (s)Zẋ(s)dsdθ. (3.4)

By taking the derivative of (3.4) along the system (2.7), we can obtain

V̇ (xt) := 2ηT (t)P η̇(t) + xT (t)(Q1 +Q2)x(t)− (1− ḋ(t))xT (t− d(t))Q1x(t− d(t))

−xT (t− τ)Q2x(t− τ) + τ ẋT (t)Zẋ(t)−
∫ t

t−τ

ẋT (s)Zẋ(s)ds

≤ 2ηT (t)P η̇(t) + xT (t)(Q1 +Q2)x(t)− (1− µ)xT (t− d(t))Q1x(t− d(t))

−xT (t− τ)Q2x(t− τ) + τ ẋT (t)Zẋ(t)−
∫ t

t−τ

ẋT (s)Zẋ(s)ds (3.5)

By applying the Leibniz-Newton theory, we get

2ξT (t)M [x(t)− x(t− d(t))−
∫ t

t−d(t)

ẋ(s)ds] = 0 (3.6)

2ξT (t)H[x(t)− x(t− τ)−
∫ t

t−τ

ẋ(s)ds] = 0 (3.7)

τξT (t)Xξ(t)−
∫ t

t−d(t)

ξT (t)Xξ(t)ds−
∫ t−d(t)

t−τ

ξT (t)Xξ(t)ds = 0 (3.8)

and

2ξT (t)Y [Ax(t) +Adx(t− d(t)) +Bw(t)− ẋ(t)] = 0 (3.9)

Then, the following inequality will be held,

−2ξT (t)Y ẋ(t) ≤ ξT (t)Y R−1Y T ξ(t) + ξT (t)ĀTRĀξ(t), (3.10)

where ξT (t) =
[
xT (t) x̂T (t) xT (t− d(t)) xT (t− τ) wT (t)

]
. After adding the left side of

(3.6) to (3.9) and applying (3.10), we obtain

V̇ (xt)− γ2wT (t)w(t) + eT (t)e(t) ≤ ξT (t)[Ξ + τX + ΓTΓ + τĀTZĀ+ Y TR−1Y + ĀTRĀ]ξ(t)

−
∫ t

t−τ

ξT (t, s)γ1ξ(t, s)ds−
∫ t−d(t)

t−τ

ξT (t, s)γ2ξ(t, s)ds,

where Ā = [A 0 Ad 0 B], Γ = [Cz −DfCy − Cf 0 0 Dz −DfDy], ξT (t, s) =[
ξT (t) ẋ(s)

]
. According to Schur complement lemma, (3.1) shows that across the entire
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uncertain region Ξ, there is Ξ + τX + ΓTΓ + τĀTZĀ + Y TR−1Y + ĀTRĀ < 0. Based on
(3.1) to (3.3), we can ensure that V̇ (xt)−γ2wT (t)w(t)+ZeT (t)Ze(t) < 0 is valid across the
entire uncertain region Ξ. It also indicates that the augmented system (2.7) is asymptoti-
cally stable when w(t) = 0.
Under the zero initial condition V (xt) |t=0= 0, we obtain∫ ∞

0

[
eT (t)e(t)− γ2wT (t)w(t)

]
dt ≤ V (xt) |t=0 −V (xt) |t→∞< 0.

Therefore, ∥e∥2 ≤ γ∥w∥2 holds. The proof is complete.

Note: The Lyapunov function candidate in Theorem 1 is constructed based on two
different Lyapunov functions in [1] and [6]. Inequality (3.10) is obtained using the Leibniz-
Newton principle and [2].

4 Filter Design

In this section, the method to obtain the filter parameter variables {Af , Bf , Cf , Df} will
be developed based on Theorem 1. By solving a series of linear matrix inequalities, these
parameter variables {Af , Bf , Cf , Df} can be obtained. Then, we can establish the following
theorem.

Theorem 4.1. For the given τ > 0, γ > 0 and µ > 0, the H∞ filter model (2.5) for system
(2.1) is valid, if there are matrices P1 > 0, T > 0, Q1 > 0, Z > 0, R > 0, Nj > 0,
j = 1, 2, 3, 4;

X̂ =
[
X̂ij

]
5×5

≥ 0, and M =


M1

M̂2

M3

M4

M5

 , H =


H1

Ĥ2

H3

H4

H5

 , Y =


Y1

Ŷ2

Y3

Y4

Y5

 ,

and the appropriate-dimensional matrix enables[
P1 − T 0

0 T

]
> 0 (4.1)

Θ(i) =


Ξ(i) + τX Γ(i)T τĀ(i)TZ HTR−1 Ā(i)TR

∗ −I 0 0 0
∗ ∗ −τZ 0 0
∗ ∗ ∗ −R−1 0
∗ ∗ ∗ ∗ −R

 < 0, ∀i = 1, 2, . . . , q (4.2)

Π
(i)
1 =

[
X̂ M +H
∗ Z

]
≥ 0, ∀i = 1, 2, . . . , q (4.3)

Π
(i)
2 =

[
X̂ Y
∗ 0

]
≥ 0, ∀i = 1, 2, . . . , q (4.4)

where Ξ(i), Ā(i), Γ(i) are the same with those in Theorem 1.

Proof. We will follow a similar proof procedure of Theorem 3 in [6] and it will be omitted
here. The proof is complete.
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Figure 1: Step response curve of the filtering system when µ = 0.5, γ = 0.6123, τ = 1.

5 Illustrative Examples

This section provides two examples to demonstrate the effectiveness of the criteria pre-
sented in this paper.

Example 1. Consider the following system with polytopic-type uncertainties
ẋ(t) =

[
0 2
−1 −3

]
x(t) +

[
−0.1 0
0.2 −0.1

]
x(t− d(t)) +

[
0
1

]
w(t)

y(t) = [ 1 0 ]x(t) + w(t)
z(t) = [ 1 2 ]x(t)

(5.1)

When µ = 0.5, γ = 0.6123, τ = 1, by solving LMIs (4.2)-(4.4), we can get

Af = (1.0e+ 008) ∗
[

−2.4066 −0.1800
−0.18001 −4.2068

]
, Bf = (1.0e+ 008) ∗

[
−0.6874
−2.0607

]
,

Cf = [ 0.3242 −2.4717 ], Dj = −2.7072e− 005.

It can be clearly seen in Figure 1 that when µ = 0.5, γ = 0.6123, τ = 1 the H∞ filtering
system is asymptotically stable. In addition, when µ = 0.9, γ = 1, τ = 0.6872, by solving
LMIs (4.2)-(4.4), we have

Af = (1.0e+ 008) ∗
[

−1.6645 −0.1706
−0.1706 −3.1019

]
, Bf = (1.0e+ 008) ∗

[
−0.4458
−1.3441

]
,

Cf = [ 0.0507 −2.3419 ], Dj = −2.7184e− 004.

Clearly, the H∞ filtering system is asymptotically stable as shown in Figure 2 .
Example 2: Consider the following time-varying delay system
ẋ(t) =

[
−2 0
0 −0.7 + ρ(t)

]
x(t) +

[
−1 −1 + δ(t)
−2 −1

]
x(t− d(t)) +

[
0.5
2

]
w(t)

y(t) = [ 0 1 ]x(t) + w(t)
z(t) = [ 2 1 ]x(t)
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Figure 2: Step response curve of the filtering system when µ = 0.9, γ = 1, τ = 0.6872.

Figure 3: Step response curve of the filtering system when µ = 0.4, γ = 5, τ = 0.6393.

where the uncertain parameters satisfy the conditions ∥ρ(t)∥ ≤ 0.2, and ∥δ(t)∥ ≤ 0.5. When
µ = 0.4, γ = 0.5, τ = 0.6393, according to LMIs (4.2)-(4.4), we obtain

Af = (1.0e+ 007) ∗
[

−4.2243 0.9668
0.9668 −4.8123

]
, Bf = (1.0e+ 007) ∗

[
1.5864
−3.5774

]
,

Cf = [ −1.0073 −0.9616 ], Dj = −3.0885e− 006.

The simulation in Figure 3 shows that the H∞ filtering system is asymptotically stable.

6 Conclusion

This paper has investigated H∞ filter design for the time-varying delay system with
polytopic-type uncertainties. By applying the Lyapunov-Krasovsii method, the H∞ filter
design expressed by LMIs is provided. The H∞ filter design for the time-varying delay
system with polytopic-type uncertainties will be converted to solving a set of LMIs. Finally,
two numerical examples are given to illustrate the usefulness and validity of the results
obtained.
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