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In all of references cited above, the feasible set described by only inequality constraints.
This paper focuses mainly on KKT type necessary optimality conditions for the problem
(P), defined as follows:

(P) inf
(
f1(x), f2(x), . . . , fm(x)

)
s.t. gj(x) ≤ 0 j ∈ J,

ht(x) = 0 t ∈ T,

where fi, i ∈ I := {1, 2, . . . ,m} and gj , j ∈ J and ht, t ∈ T are locally Lipschitz functions
from Rn to R∪{+∞}, and the index sets J and T are arbitrary, not necessarily finite, with
J ∪ T ̸= ∅.

We organize the paper as follows. In the next section, we provide the preliminary results
to be used in the rest of the paper. In Section 3, we introduce two different qualification con-
ditions for (P). Then, we apply these constraint qualifications to derive necessary optimality
conditions for (P). Finally in Section 4, sufficient conditions of optimality are established
under assumptions of generalized convexity.

2 Notations and Preliminaries

In this section we present definitions and auxiliary results that will be needed in the sequel.
Let φ : Rn → R be a locally Lipschitz. The Clarke directional derivative of φ at x̂ ∈ Rn

in the direction v ∈ Rn, and the Clarke subdifferential of φ at x̂ introduced in [5] are
respectively given by

φ◦(x̂; v) := lim sup
y→x̂, t↓0

φ(y + tv)− φ(y)

t
,

∂cφ(x̂) :=
{
ξ ∈ Rn | ⟨ξ, v⟩ ≤ φ◦(x̂; v) for all v ∈ Rn

}
.

The Clarke subdifferential is a natural generalization of the derivative since it is known
that when function φ is continuous differentiable at x̂, ∂cφ(x̂) = {∇φ(x̂)}. Moreover when
a function φ is convex, the Clarke subdifferential coincides with the subdifferential in the
sense of convex analysis.

In the following theorem we summarize some important properties of the Clarke di-
rectional derivative and the Clarke subdifferential from [5] which are widely used in what
follows.

Theorem 2.1. Let ϕi : Rn → R, i = 1, 2 be Lipschitz near x̂. Then, the following assertions
hold:

(i) One has

ϕ◦
1(x̂; v) = max

{
⟨ξ, v⟩ | ξ ∈ ∂cϕ1(x̂)

}
,

∂c
(
max{ϕ1, ϕ2}

)
(x̂) ⊆ conv

(
∂cϕ1(x̂) ∪ ∂cϕ2(x̂)

)
,

∂c(λϕ1 + ϕ2)(x̂) ⊆ λ∂cϕ1(x̂) + ∂cϕ2(x̂), ∀ λ ∈ R.

(ii) The function v → ϕ◦
1(x̂; v) is finite, positively homogeneous, and subadditive on Rn,

and
∂
(
ϕ◦
1(x̂; .)

)
(0) = ∂cϕ1(x̂),

where ∂ denotes the subdifferential in sense of convex analysis.
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(iii) ∂cϕ1(x̂) is nonempty, convex, and compact subset of Rn.

Definition 2.2. Let φ : Rn → R be a locally Lipschitz function. We say that φ is generalized
convex at x̂ ∈ Rn if for any x ∈ Rn

φ(x)− φ(x̂) ≥ φ◦(x̂;x− x̂).

Definition 2.3. Let φ : Rn → R be a locally Lipschitz function. We say that φ is pseudo-
convex at x̂ ∈ Rn if for any x ∈ Rn

φ◦(x̂;x− x̂) ≥ 0 =⇒ φ(x) ≥ φ(x̂).

We say that φ is pseudoaffine at x̂ if both φ and −φ are pseudoconvex at x̂.

Definition 2.4. Let φ : Rn → R be a locally Lipschitz function. We say that φ is quasi-
convex at x̂ ∈ Rn if for any x ∈ Rn

φ(x) ≤ φ(x̂) =⇒ φ◦(x̂;x− x̂) ≤ 0.

Definition 2.5. Let φ : Rn → R be a locally Lipschitz function. We say that φ infine at
x̂ ∈ Rn if for any x ∈ Rn, and any ξ ∈ ∂cφ(x̂)

φ(x)− φ(x̂) = ⟨ξ, x− x̂⟩.

Let A be a nonempty subset of Rn, denote by Ā, conv(A), and cone(A), the closure of A,
the convex hull, and the convex cone (containing the origin) generated by A, respectively.
Also, the polar cone and strict polar cone of A are defined respectively by:

A∗ :=
{
d ∈ Rn | ⟨x, d⟩ ≤ 0 ∀x ∈ A

}
,

As :=
{
d ∈ Rn | ⟨x, d⟩ < 0 ∀x ∈ A

}
,

where ⟨., .⟩ exhibits the standard inner product in Rn. Notice that A∗ is always a closed
convex cone. It is easy to show that if As ̸= ∅ then As = A∗; see [11].

Let us recall the following theorems which will be used in the sequel.

Theorem 2.6 ([11]). Let A be a nonempty compact subset of Rn. Then

(I) conv(A) is a closed set.

(II) cone(A) is a closed cone, if 0 /∈ conv(A).

3 Necessary Conditions

For single objective semi-infinite problems with (only) inequality constraints, the Slater
constraint qualification (SCQ in brief) introduced in [17, Definition 3.6] as follows:
We say that the problem satisfies the Slater constraint qualification (SCQ), if

• for all j ∈ J, gj is a convex function,

• J ⊆ Rp is a compact set,

• gj(x) is a continuous function of (j, x) in J × Rn

• there is a point x0 ∈ Rn such that gj(x0) < 0, for all j ∈ J .



46 N. KANZ AND S. NOBAKHTIAN

Definition 3.1 below generalizes the concept of SCQ for the problem (P).

Definition 3.1. We say that (P) satisfies the weak Slater constraint qualification (WSCQ,
briefly) if the following assertions hold:

(i) gj and ht are respectively pseudoconvex and infine functions for all (j, t) ∈ J × T .

(ii) J ⊆ Rp is a compact set.

(iii) gj(x) is a u.s.c. function of (j, x) in J × Rn.

(iv) There is a point x0 ∈ Rn such that

• gj(x0) < 0 ∀j ∈ J ,

• ht(x0) = 0 ∀t ∈ T .

For a given x̂ ∈ S :=
{
x ∈ Rn | gj(x) ≤ 0, ht(x) = 0 ∀(j, t) ∈ J × T

}
, let J(x̂) denotes

the index set of all active inequality constraints at x̂, i.e.,

J(x̂) :=
{
j ∈ J | gj(x̂) = 0

}
.

A point x̂ is said to be a weakly efficient solution to (P) if there is no x ∈ S satisfies
fi(x) < fi(x̂) for all i ∈ I.

For each x ∈ S take

A(x) :=
∪
i∈I

∂cfi(x),

B(x) :=
∪

j∈J(x)

∂cgj(x),

C(x) :=
{
d ∈ Rn | h◦

t (x; d) = 0 ∀t ∈ T
}
,

D(x) :=
( ∪

t∈T

∂cht(x)
)
∪
( ∪

t∈T

−∂cht(x)
)
.

Theorem 3.2. Suppose that x̂ is a weakly efficient solution of problem (P), and that WSCQ
is satisfied. Then, there exist αi ≥ 0 for i ∈ I with

∑m
i=1 αi = 1, such that

0 ∈
m∑
i=1

αi∂
cfi(x̂) + cone

(
B(x̂) +D(x̂)

)
.

Proof. Take

Gj(d) := g◦j (x̂; d) ∀j ∈ J,

Ht(d) := h◦
t (x̂; d) ∀t ∈ T,

G(x) := max
j∈J

gj(x) ∀x ∈ S. (3.1)

Owning to the [5, Theorem 2.8.2, Step 1] we know G is a locally Lipschitz function and the
following inequality holds:

G◦(x̂; d) ≤ G̃(d) := max
j∈J(x̂)

Gj(d) ∀d ∈ Rn.
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Observe that G̃ is a convex function. Let ξ ∈ ∂cG(x̂). The last inequality implies that for
each d ∈ Rn we have⟨

ξ, d− 0
⟩
=

⟨
ξ, d

⟩
≤ G̃(d) = G̃(d)− G̃(0) =⇒ ξ ∈ ∂G̃(0).

From the well-known Pshenichnyi-Levin-Valadire Theorem [11, pp. 267] we deduce that

∂G̃(0) = conv
( ∪
j∈J̃(0)

∂Gj(0)
)
,

where, J̃(0) :=
{
j ∈ J(x̂) | Gj(0) = G̃(0) = 0

}
. Since J̃(0) = J(x̂) and ∂Gj(0) = ∂cgj(x̂)

and ξ is an arbitrary element of ∂cG(x̂), we conclude that

∂cG(x̂) ⊆ conv
(
B(x̂)

)
. (3.2)

On the other hand, by definition of WSCQ and feasibility of x̂ we have gj(x0) < 0 = g(x̂) ∀j ∈ J(x̂)

ht(x0) = 0 = ht(x̂) ∀t ∈ T.

Then, the pseudoconvexity of gj for j ∈ J , and the infinness of ht for t ∈ T , imply that
g◦j (x̂;x0 − x̂) < 0 ∀j ∈ J(x̂)

h◦
t (x̂;x0 − x̂) = 0 ∀t ∈ T,

and hence

x0 − x̂ ∈
(
B(x̂)

)s ∩ C(x̂). (3.3)

The last inclusion implies
(
B(x̂)

)s ∩C(x̂) ̸= ∅. Let d ∈
(
B(x̂)

)s ∩C(x̂). By (3.2) and the fact
that

d ∈
(
B(x̂)

)s ∩ C(x̂) =
(
conv

(
B(x̂)

))s

∩ C(x̂) ⊆
(
∂cG(x̂)

)s ∩ C(x̂),

we conclude that,
⟨
ξ, d

⟩
< 0 ∀ξ ∈ ∂cG(x̂)

h◦
t (x̂; d) = 0 ∀t ∈ T,

=⇒

 G◦(x̂; d) < 0

h◦
t (x̂; d) = 0 ∀t ∈ T.

Now by definition of G◦(x̂; d) we can find δ > 0 such that G(x̂+ βd)−G(x̂) < 0 ∀β ∈ (0, δ)

h◦
t (x̂; d) = 0 ∀t ∈ T.

Thus for all β ∈ (0, δ), and for all (j, t) ∈ J × T we have gj(x̂+ βd) ≤ G(x̂+ βd) < 0

h◦
t

(
x̂; (x̂+ βd)− x̂

)
= βh◦

t (x̂; d) = 0,
=⇒

 gj(x̂+ βd) < 0

ht(x̂+ βd) = ht(x̂) = 0,
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which insures x̂+βd ∈ S for all β > 0 small enough. This implies d ∈ Γ(S, x̂), where Γ(S, x̂)
denotes the contingent cone of S at x̂, i.e.,

Γ(S, x̂) :=
{
v ∈ Rn | ∃ {(rk, vk)} → (0+, v), such that x̂+ rkvk ∈ S ∀k ∈ N

}
.

From [15, Theorem 3.4, Step 1] we conclude that d /∈
(
A(x̂)

)s
. Since d is an arbitrary

element of
(
B(x̂)

)∗ ∩ C(x̂), the last relation yields

F̃ (d) := max
1≤i≤m

f◦
i (x̂; d) ≥ 0 ∀d ∈

(
B(x̂)

)∗ ∩ C(x̂).

Taking into account that 0 ∈
(
B(x̂)

)∗ ∩ C(x̂) and F (0) = 0, we can conclude that d̂ := 0 is
an optimal solution of

min F̃ (d) subject to d ∈
(
B(x̂)

)∗ ∩ C(x̂).

Combining this and the fact that(
B(x̂)

)∗ ∩ C(x̂) =
{
v ∈ Rn | Gj(v) ≤ 0, Ht(v) = 0 ∀(j, t) ∈ J(x̂)× T

}
,

imply that d̂ is an optimal solution of the following convex semi-infinite programming:

ˆ(P) min F̃ (d)

s.t. Gj(d) ≤ 0, j ∈ J(x̂),

Ht(d) = 0, t ∈ T,

d ∈ Rn.

From [11, Page 137] we have Γ
((

B(x̂)
)∗ ∩ C(x̂), d̂

)
=

(
B(x̂)

)∗ ∩ C(x̂), it follows that the

problem ˆ(P) satisfies the Abadie qualification condition at d̂ in sense of [14, Definition 4.3].
Thus by [14, Theorem 4.8] we get:

0 ∈ ∂F̃ (0) + cone
(
B(x̂) ∪ D(x̂)

)
.

Combining this with

∂F̃ (0) ⊆ conv
( m∪

i=1

∂f◦
i (x̂; .)(0)

)
= conv

( m∪
i=1

∂cfi(x̂)
)

=

{ m∑
i=1

αiξi | αi ≥ 0, ξi ∈ ∂cfi(x̂) ∀i ∈ I, and
m∑
i=1

αi = 1

}
,

yield the result.

At this point the necessary condition of KKT type for problem (P) can be stated as
follows.

Theorem 3.3. In the hypotheses of Theorem 3.2 if cone
(
B(x̂)∪D(x̂)

)
is a closed set in Rn,

then there exist αi ≥ 0 for i ∈ I with
∑m

i=1 αi = 1, and (βj , γt) ∈ R+×R for (j, t) ∈ J(x̂)×T ,
with finitely many of them being nonzero such that

0 ∈
m∑
i=1

αi∂
cfi(x̂) +

∑
j∈J(x̂)

βj∂
cgj(x̂) +

∑
t∈T

γt∂
cht(x̂). (3.4)
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Proof. It follows from Theorem 3.2 and the fact that

cone
(
B(x̂) ∪ D(x̂)

)
= cone

(
B(x̂)

)
+ span

(
D(x̂)

)
={ ∑

j∈J0

βjζj | βj ≥ 0 ζj ∈ ∂cgj(x̂) ∀j ∈ J0, J0 is a finite subset of J

}
+

{ ∑
t∈T0

γtηt | ηt ∈ ∂cht(x̂) ∀t ∈ T0, T0 is a finite subset of T

}
.

An important particular situation is T = ∅. In this case, due to the C(x̂) = Rn and (3.3),
the following relationships are valid:(

conv
(
B(x̂)

))s

=
(
B(x̂)

)s ̸= ∅.

This implies 0 /∈ conv
(
B(x̂)

)
which ensures by Theorem 2.6 that cone

(
B(x̂)

)
is closed. Thus

by Theorem 3.3 we can conclude the next result.

Corollary 3.4. In the hypotheses of Theorem 3.2 if T = ∅, then there exist αi ≥ 0 for i ∈ I
with

∑m
i=1 αi = 1, and βj ≥ 0 for j ∈ J(x̂), with finitely many of them being nonzero such

that

0 ∈
m∑
i=1

αi∂
cfi(x̂) +

∑
j∈J(x̂)

βj∂
cgj(x̂).

Let us introduce a new constraint qualification for problem (P) which will be crucial in
the sequel.

We present now the generalized Mangasarian-Fromovitz constraint qualification for prob-
lem (P), which is considered by Pappalardo in [18] for nondifferentiable programming prob-
lems where the objective function is real valued and set constraint is not considered.

We say that (P) satisfies the Mangasarian-Fromovitz constraint qualification (MFCQ,
briefly) at x̂ if the following assertions hold:

(i) J ⊆ Rp is a compact set.

(ii) gj(x) is a u.s.c. function of (j, x) in J × Rn.

(iii) 0 ∈
∑
t∈T

νt∂
cht(x̂) =⇒ ν = 0,

(iv) There exists d∗ ∈ Rn such that

• g◦j (x̂; d
∗) < 0 ∀j ∈ J(x̂),

• h◦
t (x̂; d

∗) = 0 ∀t ∈ T .

Remark 3.5. If MFCQ holds at some point x̂ ∈ Rn, then |T | ≤ n.

Theorem 3.6. Suppose that x̂ is a weakly efficient solution of problem (P), and MFCQ is
satisfied atx̂. Then there exist αi ≥ 0 for i ∈ I with

∑m
i=1 αi = 1, and (βj , γt) ∈ R+ ×R for

(j, t) ∈ J(x̂)× T , with finitely many of them being nonzero, such that

0 ∈
m∑
i=1

αi∂
cfi(x̂) +

∑
j∈J(x̂)

βj∂
cgj(x̂) +

∑
t∈T

γt∂
cht(x̂).
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Proof. Regarding Remark 3.5, we conclude that x̂ is a solution of the following multiobjective
optimization problem with finite number of constraints:

min
(
f1(x), f2(x), . . . , fm(x)

)
s.t. G(x) ≤ 0,

ht(x) = 0 t ∈ T,

where G(x) is defined in (3.1). Employing Fritz-John Theorem (see e.g., [6, Theorem 3.1]),
we find a scalar λ ≥ 0 and vectors α̂ := (α̂i) ∈ Rm

+ and γ̂ := (γ̂t) ∈ R|T | such that
(α̂, λ, γ̂) ̸= 0 and

0 ∈
m∑
i=1

α̂i∂
cfi(x̂) + λ∂cG(x̂) +

∑
t∈T

γ̂t∂
cht(x̂).

Since the inclusion (3.2) is an implication of compactness of J ⊆ Rp and continuousness of
the mapping (j, x) → gj(x) on J × Rn, then (3.2) still valid under the MFCQ. Thus due
to the last inclusion, the virtue of (3.2), and the structure of a convex hull, we can select a

finite index set Ĵ ⊆ J(x̂) with β̂j > 0 for j ∈ Ĵ such that
∑

j∈Ĵ βj = 1 and

0 ∈
m∑
i=1

α̂i∂
cfi(x̂) +

∑
j∈Ĵ

λβ̂j∂
cgj(x̂) +

∑
t∈T

γ̂t∂
cht(x̂).

We claim that α̂ = 0. On the contrary suppose that α̂ = 0. Then,∑
j∈Ĵ

λβ̂jςj +
∑
t∈T

γ̂tξt = 0, (3.5)

for some ςj ∈ ∂cgj(x̂), j ∈ Ĵ , ξt ∈ ∂cht(x̂), t ∈ T . If λ = 0, then γ̂ = 0 by (iii). It follows

that that (α̂, λ, γ̂) = 0, a contradiction. Thus λ ̸= 0, and hence λβ̂j > 0 for j ∈ Ĵ by β̂j > 0.
Therefore from (3.5), for d∗ which satisfies in the definition of MFCQ, we have∑

j∈Ĵ

λβ̂j

⟨
ςj , d

∗⟩ = −
∑
t∈T

γ̂t
⟨
ξt, d

∗⟩.
But this is impossible, since the right-hand side of the equation is zero while the left-hand
side of equation is nonzero. This contradiction shows that α̂ ̸= 0. Hence, the result is
verified with taking

αi :=
α̂i

m∑
i=1

α̂i

,

βj :=


λβ̂j
m∑

i=1

α̂i

if j ∈ Ĵ

0 if j ∈ J(x̂)\Ĵ ,

γt :=
γ̂t

m∑
i=1

α̂i

.
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Remark 3.7. We point out that if in the definition of Mangasarian-Fromovitz constraint
qualification, ht, t ∈ T are continuously differentiable, then the conclution in the Theorem
3.6 is also true. In this case condition (iii) becomes as the following

(iii)′ Each ht for t ∈ T is continuously differentiable at x̂ and
{
∇ht(x̂) | t ∈ T

}
is a linearly

independent set.

4 Sufficient Optimality Conditions

In this Section we discuss several families of sufficient optimality results under various gen-
eralized convexity hypotheses imposed on the involved functions.

Theorem 4.1. Let x∗ ∈ S and J(x∗) ∪ T ̸= ∅. Assume that there exist αi ≥ 0 for i ∈ I
with

∑m
i=1 αi = 1, and (βj , γt) ∈ R+ × R for (j, t) ∈ J(x̂) × T , with finitely many of

them being nonzero, such that (3.4) holds. If all the functions fi, i ∈ {1, 2, . . . ,m | αi ̸= 0},
gj , j ∈ J̄(x∗) = {j ∈ J(x∗) | βj ̸= 0} are generalized convex and ht, t ∈ T̄ = {t ∈ T | γt ̸= 0}
are infine, then x∗ is weakly efficient.

Proof. Since (3.4) is satisfied, it follows that there exist ξi ∈ ∂cfi(x
∗) for i ∈ I, ζj ∈ ∂cgj(x

∗)
for j ∈ J̄(x∗), and ηt ∈ ∂cht(x

∗) for t ∈ T̄ such that

m∑
i=1

αiξi +
∑

j∈J̄(x∗)

βjζj +
∑
t∈T̄

γtηt = 0. (4.1)

Suppose on the contrary that x∗ is not a weakly efficient solution for (MOSIP). Then there
exists a feasible point x̂ for (MOSIP) such that

fi(x̂) < fi(x
∗) for all i = 1, . . . ,m.

Thus, we have
m∑
i=1

αifi(x̂) <

m∑
i=1

αifi(x
∗). (4.2)

Since x̂ is a feasible point for (MOSIP) and βjgj(x
∗) = 0 for all j ∈ J̄(x∗), and γtht(x

∗) = 0
for all t ∈ T̄ then∑

j∈J̄(x∗)

βjgj(x̂) +
∑
t∈T̄

γtht(x̂) ≤
∑

j∈J̄(x∗)

βjgj(x
∗) +

∑
t∈T̄

γtht(x
∗). (4.3)

Therefore,

m∑
i=1

αifi(x
∗) +

∑
j∈J̄(x∗)

βjgj(x
∗) +

∑
t∈T̄

γtht(x
∗)

>
m∑
i=1

αifi(x̂) +
∑

j∈J̄(x∗)

βjgj(x̂) +
∑
t∈T̄

γtht(x̂)
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From the assumptions we obtain

m∑
i=1

αifi(x
∗) +

∑
j∈J̄(x∗)

βjgj(x
∗) +

∑
t∈T̄

γtht(x
∗)

>

m∑
i=1

αifi(x̂) +
∑

j∈J̄(x̂)

βjgj(x̂) +
∑
t∈T̄

γtht(x̂)

≥
m∑
i=1

αifi(x
∗) +

∑
j∈J̄(x∗)

βjgj(x
∗) +

∑
t∈T̄

γtht(x
∗)

+

m∑
i=1

αi⟨ξi, x− x∗⟩+
∑

j∈J̄(x∗)

βj⟨ζj , x− x∗⟩+
∑

t∈J̄(x∗)

γt⟨ηt, x− x∗⟩

=
m∑
i=1

αifi(x
∗) +

∑
j∈J̄(x∗)

βjgj(x
∗) +

∑
t∈T̄

γtht(x
∗)

and the contradiction complete the proof.

We can also prove sufficient optimality conditions for (MOSIP) by means of further
relaxations on generalized convexity requirements as follows.

Theorem 4.2. Let x∗ ∈ M and J(x∗)∪T ̸= ∅. Assume that there exist α ∈ Rp
+ and scalars

βt ≥ 0, t ∈ T (x∗) with βt ̸= 0 for finitely many indices t, such that (3.4) hold. If all the
functions fi, i ∈ {1, 2, . . . , p | αi ̸= 0}, gt, j ∈ J̄(x∗) = {j ∈ J(x∗) | βj ̸= 0} are generalized
quasiconvex and ht, t ∈ T̄ = {t ∈ T | γt ̸= 0} are infine , then x∗ is weakly efficient.
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