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subdifferential by using the set of concave functions in place of linear functionals in defini-
tions of conjugate function and subdifferential. Moreover, by using these functions and weak
subdifferential, Azimov and Gasimov [5,6] constructed a conjugate dual problem, presented
necessary and sufficient optimality conditions and duality theorems involving lower Lipschitz
functions. In addition, Küçük et al. [21], by using two special perturbation functions in the
construction of dual problems given by Azimov and Kasimov [6], defined two dual problems
namely weak Fenchel and weak Fenchel-Lagrange dual problems and gave optimality condi-
tions for nonconvex optimization problems.

Tanino and Sawaragi [34] extended the conjugate duality theory to vector optimization
by defining conjugate maps of vector functions using maximal element of a set in a partially
ordered finite dimensional space. Furthermore, Tanino [33] extended this theory to convex
vector optimization problems in partially ordered topological vector spaces by using the
concept of supremum of a set and constructed a conjugate dual problem for convex vector
optimization problems. Moreover, the notion generalized weak subdifferential was defined
for nonconvex functions with values in an ordered vector space and optimality condition for
nonconvex vector optimization problems were studied by Küçük et al. [22–24]. Conjugate
duality theory was extended to set-valued vector optimization problems by Song [31, 32]
and Kawasaki [19]. Furthermore, Li et. al. [25] constructed two dual problems for con-
strained set-valued optimization problems. For further development on this area one can
see [1, 3, 4, 7–10,13,20,26,27].

In this article, motivated by works [5,6,33] weak conjugate map, weak biconjugate map
and weak subdifferential of a set-valued map in a partially ordered topological vector space
are defined. Relationships among weak conjugate map, weak biconjugate map and weak
subdifferential are examined. In addition, necessary and sufficient conditions for weak sub-
differentiability of set-valued maps are presented. Moreover, it is proved that under some
assumptions Lipschitz set-valued maps are weakly subdifferentiable. Then a weak conjugate
dual problem of an unconstrained vector optimization problem of perturbation function is
constructed. Relations between the optimal objective maps of primal and dual problem are
investigated. Weak duality theorem is presented and stability of primal problem is defined.
Moreover, it is proved that the stability of a primal problem implies the strong duality.
Furthermore, conditions for stability of a primal problem are given. Finally, by choosing
a special perturbation function in the construction of weak conjugate dual problem weak
Fenchel dual problem for constrained vector optimization problem is constructed and an
example of a nonconvex constrained vector optimization problem which can not be solved
by using Lagrange dual problem [25] but can be solved by using weak Fenchel dual problem
is given.

This paper is organized as follows: in Section 2, some notions and preliminary results
are given, in Section 3 weak conjugate map, weak biconjugate map of a set-valued map are
defined and the relations between these notions are examined, in Section 4, weak subdiffer-
ential for set-valued maps is defined, weak subdifferentiability conditions are presented and
relations among weak subdifferential, weak conjugate map and weak biconjugate map are
examined. In Section 5, by using the weak conjugate map of the perturbation function, a
new dual problem for the given vector optimization problem is constructed. The inclusion
relationships between the image sets of primal problem and dual problem are given. In
addition, weak duality and strong duality assertions are proved. In Section 6, by using a
special perturbation function weak Fenchel dual problem is obtained.
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2 Mathematical Preliminaries

In this section, by using the concepts of supremum and infimum of a set and vecto-
rial norm, we define weak conjugate map and weak biconjugate map for a set-valued map.
Furthermore, we examine relations among a set-valued map, weak conjugate and weak bicon-
jugate maps of this set-valued map. First, let us remind the basic notions and preliminary
results.

Let Y be a real topological vector space which is partially ordered by a pointed, closed,
convex cone C with nonempty interior intC in Y . We use the following ordering relations:

y1 ≤
C
y2 ⇐⇒ y2 − y1 ∈ C and y1 <

C
y2 ⇐⇒ y2 − y1 ∈ intC.

We add two imaginary points +∞, −∞ which satisfy the following:

−∞ <
C
y <

C
+∞, (±∞) + y = y + (±∞) = (±∞) for all y ∈ Y

(±∞)+(±∞) = (±∞) λ(±∞) = (±∞) for all λ > 0 and λ(±∞) = (∓∞) for all λ < 0

to Y and denote the extended space by Y .
The sum +∞−∞ is not considered since we can avoid it.

Definition 2.1 ([33]). Given a set Z ⊂ Y , the set A(Z) of all points above Z and the set
B(Z) of all points below Z are defined by

A(Z) = {y ∈ Y | y >
C
y′ for some y′ ∈ Z}

B(Z) = {y ∈ Y | y <
C
y′ for some y′ ∈ Z},

respectively.

Definition 2.2 ([33]). Given a set Z ⊂ Y ,

i) a point ȳ ∈ Y is said to be weakly maximal point of Z if ȳ ∈ Z and ȳ /∈ B(Z), i.e. if
ȳ ∈ Z and there is no y′ ∈ Z such that ȳ <

C
y′. The set of all weakly maximal points

of Z is called the weak maximum of Z and is denoted by wmaxZ.

ii) a point ȳ ∈ Y is said to be weakly minimal point of Z if ȳ ∈ Z and ȳ /∈ A(Z), i.e. if
ȳ ∈ Z and there is no y′ ∈ Z such that y′ <

C
ȳ. The set of all weakly minimal points of

Z is called the weak minimum of Z and is denoted by wminZ.

iii) a point ȳ ∈ Y is said to be a supremal point of Z if ȳ /∈ B(Z) and B(ȳ) ⊂ B(Z) , i.e.
if there is no y ∈ Z such that ȳ <

C
y and if the relation y′ <

C
ȳ implies the existence

of some y ∈ Z such that y′ <
C

y. The set of all supremal points of Z is called the

supremum of Z and denoted by SupZ.

iv) a point ȳ ∈ Y is said to be an infimal point of Z if ȳ /∈ A(Z) and A(ȳ) ⊂ A(Z), i.e.
if there is no y ∈ Z such that y <

C
ȳ and if the relation ȳ <

C
y′ implies the existence of

some y ∈ Z such that y <
C
y′. The set of all infimal points of Z is called infimum of Z

and denoted by InfZ.
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Definition 2.3 ([14]). Let X and Y be real linear spaces, and let C be a convex cone in Y .
A map ||| · ||| : X → C is called a vectorial norm, if the following conditions are satisfied for
all x, z ∈ X and all λ ∈ R:

(a) |||x||| = 0Y ⇔ x = 0X ;

(b) |||λx||| = |λ||||x|||;

(c) |||x+ z||| ≤
C
|||x|||+ |||z||| (Triangle inequality)

In particular, if Y = R and C = R+ then the map ||| · ||| is called a norm and denoted ∥ · ∥.

Lemma 2.4 shows that characterizations of supremum and infimum in R can be extended
to partially ordered topological vector spaces.

Lemma 2.4. Let ∅ ≠ Z ⊂ Y be a given set and x̄ ∈ Y be a given point. Then

i) x̄ ∈ InfZ if and only if there is no z ∈ Z such that z <
C

x̄ and for each 0 <
C

ε there

exists x(ε) ∈ Z such that x(ε) <
C
x̄+ ε.

ii) x̄ ∈ SupZ if and only if there is no z ∈ Z such that x̄ <
C

z and for each 0 <
C

ε there

exists x(ε) ∈ Z such that x̄− ε <
C
x(ε).

Proof. i) Let x̄ ∈ InfZ and 0 <
C
ε. From the definition of infimum x̄ /∈ A(Z), i.e. there is

no z ∈ Z such that z <
C
x̄. So, the first condition is satisfied.

Since 0 <
C

ε we have x̄ <
C

x̄ + ε. Hence, x̄ + ε ∈ A(x̄). Then from the definition of

infimum x̄+ ε ∈ A(x̄) ⊂ A(Z) which means there is x(ε) ∈ Z such that x(ε) <
C

x̄+ ε.

So the second statement is satisfied.

Conversely, assume that there is no z ∈ Z such that z <
C

x̄ and for each 0 <
C

ε there

exists x(ε) ∈ Z such that x(ε) <
C

x̄ + ε. The first condition implies x̄ /∈ A(Z). Now,

we will show A(x̄) ⊂ A(Z). Let z ∈ A(x̄), i.e. x̄ <
C

z. By setting ε = z − x̄,

from the hypothesis we obtain the existence of an element x(ε) ∈ Z which satisfies
x(ε) <

C
x̄+ ε = z that means z ∈ A(Z). Hence, x̄ ∈ InfZ.

ii) The characterization for supremum can be proved similarly.

Proposition 2.5 ([33]). Let Z ⊂ Y be a given set. Then B(Z) = B(SupZ) and A(Z) =
A(InfZ).

Proposition 2.6 ([33]). For F1, F2 : X ⇒ Y where X is an arbitrary set

Sup
∪
x∈X

[F1(x) + F2(x)] = Sup
∪
x∈X

[F1(x) + SupF2(x)]

where the sum +∞−∞ is assumed not to occur.
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Corollary 2.7 ([33]). Let X be a set, F : X ⇒ Y be a set-valued map. Then

Sup
∪
x∈X

F (x) = Sup
∪
x∈X

SupF (x).

Lemma 2.8. Let D,E ⊂ Y be given sets. If SupE ⊆ SupD ∪ A(SupD) and SupE ⊆
SupD ∪B(SupD), then SupD = SupE.

Proof. From inclusions in the hypothesis and as A(SupD) ∩B(SupD) = ∅ (Proposition 4.5
in [35]) we have

SupE ⊆ (SupD ∪A(SupD)) ∩ (SupD ∪B(SupD))

= SupD ∪ ∅
= SupD. (2.1)

Let us show that SupD ⊆ SupE. Assume the contrary that ȳ /∈ SupE for some ȳ ∈ SupD.
Then either ȳ ∈ A(SupE) or ȳ ∈ B(SupE). We claim that ȳ /∈ B(SupE). Otherwise, there
exists a ∈ SupE such that ȳ <

C
a. As a ∈ SupE ⊆ SupD we have ȳ ∈ B(SupD) which

contradicts to ȳ ∈ SupD. So, ȳ ∈ A(SupE). Thus, there exists a ∈ SupE such that a <
C

ȳ.

Because a ∈ SupE and SupE ⊆ SupD we get a ∈ SupD. Hence, ȳ ∈ A(SupD) which
contradicts to ȳ ∈ SupD. Thus, ȳ ∈ SupE. So we obtain

SupD ⊆ SupE. (2.2)

From (2.1) and (2.2) we have SupD = SupE.

Lemma 2.9. Let X, Y, Z be topological vector spaces, Y be partially ordered by closed,
convex, pointed cone C with nonempty interior intC, let F : X ⇒ Y be a set-valued map
and a, b : Z ×X → Y be vector valued functions. If a(z, x) ≤

C
b(z, x) for all z ∈ Z and for

all x ∈ X, then

Sup
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)] ⊂ (Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)])∪

A(Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]).

Proof. Assume the contrary that there exists ȳ ∈ Sup
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)] such that

ȳ /∈ Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]∪A(Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]). Thus, from Propo-

sition 4.5 in [28] we have

ȳ ∈ B(Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)] = B(
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]).

Hence, there exist z̄ ∈ Z and y ∈ Inf
∪
x∈X

[a(z̄, x) + F (x)] such that

ȳ <
C
y. (2.3)
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Now, let us prove y ∈ B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)]). Assume the contrary that y /∈

B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)])) So,

y /∈ B(Inf
∪
x∈X

[b(z, x) + F (x)])

for all z ∈ Z. In particular,

y /∈ B(Inf
∪
x∈X

[b(z̄, x) + F (x)]).

Hence, we have either y ∈ A(Inf
∪
x∈X

[b(z̄, x) + F (x)]) or y ∈ Inf
∪
x∈X

[b(z̄, x) + F (x)].

If y ∈ A(Inf
∪
x∈X

[b(z̄, x) + F (x)]) = A(
∪
x∈X

[b(z̄, x) + F (x)]), then there exist x ∈ X and

y′ ∈ F (x) such that
b(z̄, x) + y′ <

C
y. As a(z̄, x) ≤

C
b(z̄, x) we have

a(z̄, x) + y′ ≤
C
b(z̄, x) + y′ <

C
y

that means

y ∈ A(
∪
x∈X

[a(z̄, x) + F (x)]) = A(Inf
∪
x∈X

[a(z̄, x) + F (x)]).

This contradicts to y ∈ Inf
∪
x∈X

[a(z̄, x) + F (x)].

Hence, y /∈ A(Inf
∪
x∈X

[b(z̄, x) + F (x)]).

If y ∈ Inf
∪
x∈X

[b(z̄, x) + F (x)], then from (2.3) we get ȳ ∈ B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)])

that contradicts to ȳ ∈ Sup
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)].

Thus, y /∈ Inf
∪
x∈X

[b(z̄, x) + F (x)].

Hence, we obtain y ∈ B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)]).

Because y ∈ B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)]) there exists ỹ ∈
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)]

such that y <
C
ỹ. From (2.3) we have ȳ <

C
y <

C
ỹ .Thus,

ȳ ∈ B(
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)]) = B(Sup
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)])

that contradicts to ȳ ∈ Sup
∪
z∈Z

Inf
∪
x∈X

[b(z, x) + F (x)] .
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Hence, ȳ /∈ B(Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)] which means

ȳ ∈ Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]∪A(Sup
∪
z∈Z

Inf
∪
x∈X

[a(z, x) + F (x)]).

3 Weak Conjugate Maps

In this section, we define weak conjugate map and weak biconjugate map for a set-valued
map by using the concepts of supremum/infimum of a set and vectorial norm. Furthermore,
we examine relations among a set-valued map, weak conjugate and weak biconjugate maps
of this set-valued map.

Throughout this article, we assume thatX, Y are topological vector spaces, Y is partially
ordered by closed, convex, pointed cone C with nonempty interior intC, F : X ⇒ Y is a
set-valued map and ||| · ||| : X → C is a vectorial norm.

Definition 3.1. Under assumptions given above

a) A set-valued map Fw : X × L(X,Y )× R+ ⇒ Y defined by

Fw(x0, U, c) := Sup
∪
x∈X

[−c|||x− x0|||+ c|||x0|||+ U(x)− F (x)]

for all (x0, U, c)∈X×L(X,Y )× R+ is called the weak conjugate map of F .

b) A set-valued map Fww : X ⇒ Y defined by

Fww(x) := Sup
∪

(x0,U,c)∈X×L(X,Y )×R+

[−c|||x− x0|||+ c|||x0|||+ U(x)− Fw(x0, U, c)]

for all x ∈ X is called the weak biconjugate map of F .

Weak biconjugate map Fww can be represented more simply in the following way.

Proposition 3.2. For each x ∈ X

Fww(x) = Sup
∪

(U,c)∈L(X,Y )×R+

[c|||x|||+ U(x)− Fw(x,U, c)].

Proof. As
∪

c∈R+
U∈L(X,Y )

[c|||x|||+U(x)−Fw(x, U, c)] ⊆
∪

x0∈X
U∈L(X,Y )

c∈R+

[−c|||x− x0|||+c|||x0|||+U(x)−Fw(x0, U, c)]

and the relation Y1 ⊆ Y2 implies the relation SupY1 ⊆ SupY2 ∪B(SupY2) we have

Sup
∪

c∈R+
U∈L(X,Y )

[c|||x|||+U(x)−Fw(x,U, c)] ⊆ Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

[−c|||x− x0|||+c|||x0|||+U(x)−Fw(x0, U, c)]

∪B(Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

[−c|||x− x0|||+c|||x0|||+U(x)−Fw(x0, U, c)])

= Fww(x) ∪B(Fww(x)). (3.1)
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From definitions of Fw and Fww we get

Fww(x) = Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

[−c|||x− x0|||+ c|||x0|||+ U(x)− Fw(x0, U, c)]

= Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

[−c|||x− x0|||+ c|||x0|||+ U(x)

−Sup
∪
y∈X

[−c|||y − x0|||+ c|||x0|||+ U(y)− F (y)]]

= Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

Inf
∪
y∈X

[−c|||x− x0|||+ c|||y − x0|||+ U(x)− U(y) + F (y)].

Let us define a, b : X × L(X,Y )× R+ ×X → Y

a(x0, U, c, y) = −c|||x− x0|||+ c|||y − x0|||+ U(x)− U(y)
b(x0, U, c, y) = c|||y − x|||+ U(x)− U(y),

respectively. Let (x0, U, c) ∈ X × L(X,Y )× R+ be an arbitrary fixed element. As

−c|||x− x0|||+ c|||y − x0||| ≤
C
c|||y − x|||

for all y ∈ X, we get a(x0, U, c, y) ≤
C
b(x0, U, c, y) Thus, from Lemma 2.9 we obtain

Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

Inf
∪
y∈X

[c|||y − x|||+ U(x)− U(y) + F (y)] ⊆

Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

Inf
∪
y∈X

[−c|||x− x0|||+ c|||y − x0|||+ U(x)− U(y) + F (y)]

∪A(Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

Inf
∪
y∈X

[−c|||x− x0|||+ c|||y − x0|||+ U(x)− U(y) + F (y)])

= Fww(x) ∪A(Fww(x)).

Furthermore, we have

Sup
∪

x0∈X
U∈L(X,Y )

c∈R+

Inf
∪
y∈X

[c|||y − x|||+ U(x)− U(y) + F (y)]

= Sup
∪

U∈L(X,Y )
c∈R+

Inf
∪
y∈X

[c|||y − x||| − c|||x|||+ c|||x|||+ U(x)− U(y) + F (y)]

= Sup
∪

U∈L(X,Y )
c∈R+

[c|||x|||+ U(x)− Sup
∪
y∈X

[−c|||y − x|||+ c|||x|||+ U(y)− F (y)]

= Sup
∪

U∈L(X,Y )
c∈R+

[c|||x|||+ U(x)− Fw(x,U, c)] .
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Substituting the last equality into the last inclusion we obtain

Sup
∪

U∈L(X,Y )
c∈R+

[c|||x|||+ U(x)− Fw(x,U, c)] ⊆ Fww(x) ∪A(Fww(x)). (3.2)

From (3.1), (3.2) and Lemma 2.8 we get

Sup
∪

U∈L(X,Y )
c∈R+

[c|||x|||+ U(x)− Fw(x,U, c)] = Fww(x).

Now, let us find the weak conjugate and weak biconjugate map of a given nonconvex
set-valued map.

Example 3.3. Let the set-valued map F : R ⇒ R be defined by F (x) = [−|x|,+∞) for all
x ∈ R. Then weak conjugate of F is

Fw(x0, u, c) =

{
{(u− c− 1)x0} , |u| ≤ c− 1

{+∞} , |u| > c− 1

and weak biconjugate of F is Fww(x) = {−|x|}.

Proposition 3.4. Let ȳ ∈ Y and (x0, U, c) ∈ X × L(X,Y )× R+. Then

i) (F + ȳ)w(x0, U, c) = Fw(x0, U, c)− ȳ

ii) (F + ȳ)ww(x) = Fww(x) + ȳ.

Next proposition is the generalization of Fenchel inequality given for scalar functions.

Proposition 3.5. Let x̄ ∈ X and (x0, U, c) ∈ X × L(X,Y )× R+. Then

(F (x̄)− U(x̄) + c|||x̄− x0||| − c|||x0|||) ∩B(−Fw(x0, U, c)) = ∅.

Proof. From the definition of the set A(Fw(x0, U, c)) and as

Fw(x0, U, c) = Sup
∪
x∈X

[−c|||x− x0|||+ c|||x0|||+ U(x)− F (x)]

we have (−c|||x̄− x0|||+ c|||x0|||+ U(x̄)− F (x̄)) ∩A(Fw(x0, U, c)) = ∅. Because
(F (x̄)+ c|||x̄− x0||| − c|||x0||| −U(x̄))∩ (−A(Fw(x0, U, c))) = ∅ and −A(−Z) = B(Z) where Z
is an arbitrary subset of Y , we obtain

(F (x̄)− U(x̄) + c|||x̄− x0||| − c|||x0|||) ∩B(−Fw(x0, U, c)) = ∅.

By taking x̄ = 0 in Proposition 3.5 the following corollary is obtained.

Corollary 3.6. Let ȳ ∈ F (0) and (x0, U, c) ∈ X × L(X,Y ) × R+. If y′ ∈ −Fw(x0, U, c),
then ȳ ̸<

C
y′.
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Corollary 3.7 is the generalization of inequality Fww(x̄) ≤ F (x̄) where F is scalar function
and Fww is weak biconjugate map of F defined by Azimov and Kasimov [6].

Corollary 3.7. Let x̄ ∈ X, ȳ ∈ F (x̄) and y′′ ∈ Fww(x̄). Then ȳ ̸<
C
y′′.

Proof. From Proposition 3.5 we have

(F (x)− U(x) + c|||x− x0||| − c|||x0|||) ∩B(−Fw(x0, U, c)) = ∅

for all (x0, U, c) ∈ X × L(X,Y )× R+ and x ∈ X. So, we obtain

∅ = F (x) ∩ (U(x)− c|||x− x0|||+ c|||x0|||+B(−Fw(x0, U, c)))
= F (x) ∩B(−c|||x− x0|||+ c|||x0|||+ U(x)− Fw(x0, U, c)).

Since (x0, U, c) is an arbitrary element of X × L(X,Y ) × R+ and from Proposition 2.5 we
get

∅ = F (x) ∩B(
∪

(x0,U,c)

[−c|||x− x0|||+ c|||x0|||+ U(x)− Fw(x0, U, c)])

= F (x) ∩B(Sup
∪

(x0,U,c)

[−c|||x− x0|||+ c|||x0|||+ U(x)− Fw(x0, U, c)])

= F (x) ∩B(Fww(x)).

Hence, y /∈ B(Fww(x)) for all y ∈ F (x). So, ȳ ̸<
C
y′′.

4 Weak Subdifferentials for Set-Valued Maps

In this section, weak subdifferential is defined by using concepts of weak-maximum of a
set and vectorial norm. Necessary and sufficient conditions for weakly subdifferentiability
of a set-valued map are obtained and under some assumptions it is proved that Lipschitz
set-valued maps are weakly subdifferentiable. Furthermore, relationships between weak
subdifferential and weak conjugate map are examined and a condition for equality of a
set-valued map and weak biconjugate map is obtained.

Definition 4.1. Let x̄ ∈ X and ȳ ∈ F (x̄). A pair (U, c) ∈ L(X,Y )×R+ is said to be weak
subgradient of F at (x̄, ȳ) if

(U(x̄)− ȳ) ∈ wmax
∪
x∈X

[U(x)− c|||x− x̄||| − F (x)].

The set of all weak subgradients of F at (x̄, ȳ) is called the weak subdifferential of F at (x̄, ȳ)
and is denoted by ∂wF (x̄, ȳ). If ∂wF (x̄, ȳ) ̸= ∅ then F is said to be weakly subdifferentiable
at (x̄, ȳ). If ∂wF (x̄, ȳ) ̸= ∅ for every ȳ ∈ F (x̄), then F is said to be weakly subdifferentiable

at x̄ and the weak subdifferential of F at x̄ is denoted by the set ∂wF (x̄) =
∪

ȳ∈F (x̄)

∂wF (x̄, ȳ).

In the following example, we find the subdifferential of a nonconvex set-valued map.

Example 4.2. Let the set-valued map F : R ⇒ R be defined as F (x) = [−|x|,+∞), for all
x ∈ R, the ordering cone be R+. Then the weak subdifferential of F is

∂wF (x̄, ȳ) =

{
{(u, c) : c ≥ 1, |u| ≤ c− 1} , ȳ = −|x̄|

∅ , ȳ > −|x̄|

for all x̄ ∈ R.
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Now, we give a characterization for being weakly minimal point of the image set of a
set-valued map by using weak subdifferential of this set-valued map.

Proposition 4.3. Let x̄ ∈ X and ȳ ∈ F (x̄). Then ȳ ∈ wmin
∪
x∈X

F (x) if and only if

(0, 0) ∈ ∂wF (x̄, ȳ).

Proof. Proof is straightforward from the definiton of weak subdifferential.

In Proposition 4.4 we present a characterization for being a weak subgradient by using
the weak conjugate map of a set-valued map.

Proposition 4.4. Let x̄ ∈ X, ȳ ∈ F (x̄) and (U, c) ∈ L(X,Y )×R+. Then (U, c) ∈ ∂wF (x̄, ȳ)
if and only if (c|||x̄|||+ U(x̄)− ȳ) ∈ Fw(x̄, U, c).

Proof. Let (U, c) ∈ ∂wF (x̄, ȳ). Then from the definition of weak subdifferential we have

(U(x̄)− ȳ) ∈ wmax
∪
x∈X

[U(x)− c|||x− x̄||| − F (x)].

Thus,

(c|||x̄|||+ U(x̄)− ȳ) ∈ wmax
∪
x∈X

[U(x)− c|||x− x̄|||+ c|||x̄||| − F (x)]

⊆ Sup
∪
x∈X

[U(x)− c|||x− x̄|||+ c|||x̄||| − F (x)]

= Fw(x̄, U, c).

Conversely, let (c|||x̄|||+ U(x̄)− ȳ) ∈ Fw(x̄, U, c). Then we have

(U(x̄)− ȳ) ∈ Sup
∪
x∈X

[U(x)− c|||x− x̄||| − F (x)].

In addition to this, since

(U(x̄)− ȳ) ∈
∪
x∈X

[U(x)− c|||x− x̄||| − F (x)]

we get

(U(x̄)− ȳ) ∈ wmax
∪
x∈X

[U(x)− c|||x− x̄||| − F (x)]

which means (U, c) ∈ ∂wF (x̄, ȳ).

Theorem 4.5 gives a condition for equality of a set-valued map and weak biconjugate
map of it.

Theorem 4.5. Let x̄ ∈ X. If F is weakly subdifferentiable at x̄, then F (x̄) ⊆ Fww(x̄). In
addition, if InfF (x̄) = F (x̄), then F (x̄) = Fww(x̄).

Proof. Let F be weakly subdifferentiable at x̄ and ȳ be an arbitrary element of F (x̄). Then
there exists (U, c) ∈ ∂wF (x̄, ȳ). Thus, from Proposition 4.4 we have (c|||x̄||| + U(x̄) − ȳ) ∈
Fw(x̄, U, c). So, we get

ȳ ∈ (c|||x̄|||+ U(x̄)− Fw(x̄, U, c)) ⊆
∪

x0∈X

(T,d)∈L(X,Y )×R+

[−d|||x̄− x0|||+ d|||x0|||+ T (x̄)− Fw(x0, T, d)]. (4.1)
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From Proposition 3.5 we obtain ȳ ̸<
C

y′ + T (x̄) − d|||x̄ − x0||| + d|||x0||| for all (x0, T, d) ∈

X × L(X,Y )× R+ and for all y′ ∈ −Fw(x0, T, d). By using (4.1) we get

ȳ ∈ wmax
∪

(x0,T,d)∈X×L(X,Y )×R+

[−d|||x̄− x0|||+ d|||x0|||+ T (x̄)− Fw(x0, T, d)]

⊆ Sup
∪

(x0,T,d)∈X×L(X,Y )×R+

[−d|||x̄− x0|||+ d|||x0|||+ T (x̄)− Fw(x0, T, d)]

= Fww(x̄)

which means F (x̄) ⊆ Fww(x̄).

Let InfF (x̄) = F (x̄), F be weakly subdifferentiable at x̄ and ȳ be an arbitrary element
of Fww(x̄). From Proposition 2.5 in [33] we have

Y = InfF (x̄) ∪A(InfF (x̄)) ∪B(InfF (x̄))
= F (x̄) ∪A(F (x̄)) ∪B(F (x̄))

and the above three sets in the right hand side are disjoint. From Corollary 3.7 we get y ̸<
C
ȳ

for all y ∈ F (x̄). Thus, ȳ /∈ A(F (x̄)). Hence, we have either ȳ ∈ F (x̄) or ȳ ∈ B(F (x̄)).

We claim that ȳ /∈ B(F (x̄)). Otherwise, there exists y′ ∈ F (x̄) such that ȳ <
C

y′. As

y′ ∈ F (x̄) and F is weakly subdifferentiable at x̄, F is weakly subdifferentiable at (x̄, y′),
i.e. ∂wF (x̄, y′) ̸= ∅. So, there exists (T, c) ∈ ∂wF (x̄, y′). From Proposition 4.4 we have
(−c|||x̄||| − T (x̄) + y′) ∈ −Fw(x̄, T, c). Since y′ >

C
ȳ we get ȳ ∈ B(c|||x̄|||+ T (x̄)− Fw(x̄, T, c)).

This contradicts to

ȳ ∈ Sup
∪

(x0,U,d)∈X×L(X,Y )×R+

[−d|||x̄− x0|||+ d|||x0|||+ U(x̄)− Fw(x0, U, d)] = Fww(x̄).

Hence, ȳ /∈ B(F (x̄)) which means ȳ ∈ F (x̄). So, Fww(x̄) ⊆ F (x̄). Then we obtain F (x̄) =
Fww(x̄).

Proposition 4.6 gives conditions for weak subdifferentiability of a set-valued map.

Proposition 4.6. Let x̄ ∈ X. If there exists L > 0 such that F (x̄) ̸⊂ F (x)+L|||x−x̄|||+intC
for all x ∈ X and if wminF (x̄) ̸= ∅, then F is weakly subdifferentiable at (x̄, ȳ) for all

ȳ ∈ F (x̄)\
∪
x∈X

[F (x) + L|||x− x̄|||+ intC].

Proof. Let ȳ ∈ F (x̄)\
∪
x∈X

[F (x) + L|||x− x̄|||+ intC]. This implies

ȳ ∈ F (x̄)− L|||x̄− x̄|||\
∪
x∈X

[F (x) + L|||x− x̄|||+ intC].

Hence, ȳ ∈ wmin
∪
x∈X

[F (x) + L|||x− x̄|||] which means (0, L) ∈ ∂wF (x̄, ȳ).

Proposition 4.7 gives another necessary condition for weak subdifferentiability of a set-
valued map in finite dimensional Euclidean space.
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Proposition 4.7. Let F : Rn ⇒ Rp be a set-valued map, Rp be partially ordered by Rp
+,

the vectorial norm ||| · ||| : Rn → Rp
+ be defined as |||x||| = (∥x∥, ..., ∥x∥︸ ︷︷ ︸)

p

for all x ∈ Rn where

∥ · ∥ is a norm on Rn, x̄ ∈ Rn be a given point, wminF (x̄) ̸= ∅ and let F (x̄) be Rp
+-bounded,

i.e. there exists a ∈ Rp
+ such that a ≤

Rp
+

y for all y ∈ F (x̄). If there exist L > 0 and a

neighborhood V of x̄ such that

F (x̄) ̸⊂ F (x) + L|||x− x̄|||+ intRp
+ for all x ∈ V,

and p ≥ 0 and q ∈ Rp such that

−p|||x|||+ q /∈ F (x) + intRp
+ for all x ∈ Rn,

then there exists M > 0 satisfies

F (x̄) ̸⊂ F (x) +M |||x− x̄|||+ intRp
+ for all x ∈ Rn.

Proof. Assume the contrary that for any k ∈ N there exists xk ∈ Rn such that

F (x̄) ⊂ F (xk) + k|||xk − x̄|||+ intRp
+.

So, there exists ȳk ∈ F (xk) such that y − ȳk − k|||xk − x̄||| ∈ intRp
+ for all k ∈ N and for all

y ∈ F (x̄). Let choose an arbitrary element y ∈ F (x̄). Thus, we have

yj − ȳjk − k∥xk − x̄∥ > 0 (4.2)

for all j ∈ {1, 2, . . . , p}. Because −p|||x||| + q /∈ F (x) + intRp
+ for all x ∈ Rn, particularly

xk ∈ Rn satisfies −p|||xk|||+ q /∈ F (xk) + intRp
+. So, we get −p|||xk|||+ q − yk /∈ intRp

+ for all
yk ∈ F (xk). By using triangle inequality we obtain −p|||xk − x̄||| − p|||x̄|||+ q− yk /∈ intRp

+ for
all yk ∈ F (xk). Hence, there exists ik ∈ {1, 2, . . . , p} such that

−p∥xk − x̄∥ − p∥x̄∥+ qik − yikk ≤ 0. (4.3)

In particular ȳk in (4.2) satisfies (4.3), i.e.

−p∥xk − x̄∥ − p∥x̄∥+ qik − ȳikk ≤ 0. (4.4)

Inequality (4.2) is valid for ik, i.e.

yik − ȳikk − k∥xk − x̄∥ > 0 (4.5)

By adding both sides of inequalities (4.4) and (4.5) we obtain

0 > −p∥xk − x̄∥ − p∥x̄∥+ qik − ȳikk − yik + ȳikk + k∥xk − x̄∥
= (k − p)∥xk − x̄∥ − p∥x̄∥+ qik − yik .

Therefore, we get
(k − p)∥xk − x̄∥ < p∥x̄∥ − qik + yik . (4.6)

k− p > 0 for k large enough. Since ik ∈ {1, 2, . . . , p} for all k ∈ N and yik is a component of
a chosen element y, the sequence (yik)k∈N has p elements. So, (yik)k∈N is bounded. Then
from (4.6) and the boundedness of (yik)k∈N we have

∥xk − x̄∥ <
p∥x̄∥ − qik + yik

k − p
→ 0 as k → ∞
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which means xk → x̄.
As V is a neighborhood of x̄ and xk → x̄ there exists k0 ∈ N such that xk ∈ V for all

k ≥ k0. From hypothesis F (x̄) ̸⊂ F (xk) + L|||xk − x̄||| + intRp
+ for all k ≥ k0. So, for each

yk ∈ F (xk) there exists zk ∈ F (x̄) such that zk − yk − L|||xk − x̄||| /∈ intRp
+. Hence, there

exists jk ∈ {1, 2, . . . , p} such that zjkk − yjkk − L∥xk − x̄∥ ≤ 0. In particular, for ȳjkk there

exists z̄jkk ∈ F (x̄) such that

z̄jkk − ȳjkk − L∥xk − x̄∥ ≤ 0 (4.7)

By using inequality (4.2), we obtain

yjk − ȳjkk − k∥xk − x̄∥ > 0. (4.8)

From inequalities (4.7) and (4.8) we have z̄jkk −yjk+k∥xk−x̄∥−L∥xk−x̄∥ < 0. As F (x̄) is Rp
+-

bounded,
(z̄jkk − yjk)n∈N is bounded from below. Let b be a lower bound for this sequence. Therefore,
for enough large k we have b + (k − L)∥xk − x̄∥ < 0 which is not possible. Hence, there
exists M > 0 such that F (x̄) ̸⊂ F (x) +M |||x− x̄|||+ intRp

+.

Corollary 4.8. Under assumptions of Proposition 4.7, F is weakly subdifferentiable at (x̄, ȳ)

for all ȳ ∈ F (x̄)\
∪

x∈Rn

[F (x) +M |||x− x̄|||+ intRp
+] where M is positive number obtained in

Proposition 4.7.

Proposition 4.9. Let F : Rn ⇒ Rp be a set-valued map, Rp be partially ordered by Rp
+ and

let the vectorial norm ||| · ||| : Rn → Rp
+ be defined as |||x||| = (∥x∥, . . . , ∥x∥︸ ︷︷ ︸)

p

for all x ∈ Rn

where ∥ · ∥ is a norm on Rn. Let x̄ ∈ Rn, ȳ ∈ F (x̄) and wminF (x̄) ̸= ∅. If F is weakly
subdifferentiable at (x̄, ȳ), then there exists L > 0 such that F (x̄) ̸⊂ F (x)+L|||x− x̄|||+ intRp

+

for all x ∈ Rn.

Proof. Because F is weakly subdifferentiable at (x̄, ȳ) there exists(U, c) ∈ L(Rn,Rp) × R+

such that
(ȳ − U(x̄)) ∈ wmin

∪
x∈Rn

[F (x)− U(x) + c|||x− x̄|||].

Then we get
(F (x)− U(x) + c|||x− x̄||| − ȳ + U(x̄)) ∩ (−intRp

+) = ∅ (4.9)

for all x ∈ Rn. We have ∥U∥ = sup
x∈Rn\{0}

∥U(x)∥
∥x∥

≥ |Ui(x)|
∥x∥

≥ Ui(x)

∥x∥
for all x ∈ Rn\{0} and

for all
i ∈ {1, 2, . . . , p} where U = (U1, U2, . . . , Up) and Ui : Rn → R is linear map for i = 1, 2, . . . , p.
Hence, we obtain ∥U∥∥x∥ ≥ Ui(x) for all x ∈ Rn and for all i ∈ {1, 2, . . . , p}. In particular,
we have ∥U∥∥x − x̄∥ ≥ Ui(x̄ − x). Therefore, we get ∥U∥|||x − x̄||| ≥

Rp
+

U(x̄ − x). From (4.9)

we have
∅ = (F (x) + ∥U∥|||x− x̄|||+ c|||x− x̄||| − ȳ) ∩ (−intRp

+)
= (F (x) + (∥U∥+ c)|||x− x̄||| − ȳ) ∩ (−intRp

+)

for all x ∈ Rn. Then y + (∥U∥ + c)|||x − x̄||| − ȳ /∈ −intRp
+ for all y ∈ F (x). Thus, we get

ȳ /∈ y + (∥U∥+ c)|||x− x̄|||+ intRp
+. As y is an arbitrary element of F (x) we have

ȳ /∈ F (x) + (∥U∥+ c)|||x− x̄|||+ intRp
+
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which means F (x̄) ̸⊂ F (x) + (∥U∥+ c)|||x− x̄|||+ intRp
+. By setting ∥U∥+ c = L in the last

relation we complete the proof.

Corollary 4.10. Under assumptions of Proposition 4.9, F is weakly subdifferentiable at
(x̄, ȳ) if and only if there exists L > 0 such that F (x̄) ̸⊂ F (x) + L|||x − x̄||| + intRp

+ for all

x ∈ Rn and ȳ ∈ F (x̄)\
∪

x∈Rn

[F (x) + L|||x− x̄|||+ intRp
+].

Proposition 4.11. Let X, Y be real topological spaces, Y be partially ordered by closed,
convex and pointed cone C with nonempty interior intC, ||| · ||| : X → C be a vectorial norm
and F : X ⇒ Y be a set-valued map. Let x̄ ∈ X be given point and wminF (x̄) ̸= ∅. If there
exists L > 0 such that F (x̄) ̸⊂ F (x) +L|||x− x̄|||+ intC for all x ∈ X, then there exist p ≥ 0
and q ∈ Y such that −p|||x|||+ q /∈ F (x) + intC for all x ∈ X.

Proof. Since F (x̄) − L|||x − x̄||| ̸⊂ F (x) + intC for all x ∈ X we have
F (x̄) − L|||x||| − L|||x̄||| ̸⊂ F (x) + intC. Because, if F (x̄) − L|||x||| − L|||x̄||| ⊂ F (x) + intC,
then for every ȳ ∈ F (x̄) there exists y ∈ F (x) such that ȳ−L|||x||| −L|||x̄||| ∈ y+ intC. Thus,
we get

y <
C
ȳ − L|||x||| − L|||x̄||| ≤

C
ȳ − L|||x− x̄|||.

Therefore,
F (x̄)− L|||x− x̄||| ⊂ F (x) + intC

which contradicts to assumption. So,

F (x̄)− L|||x||| − L|||x̄||| ̸⊂ F (x) + intC.

Hence, there exists ȳ ∈ F (x̄) such that ȳ − L|||x||| − L|||x̄||| /∈ F (x) + intC. By setting p = L
and q = ȳ − L|||x̄||| we obtain

−p|||x|||+ q /∈ F (x) + intC

for all x ∈ X.

Corollary 4.12 gives two characterizations for weak subdifferentiability of a set-valued
map by using Corollary 4.8, Corollary 4.10 and Proposition 4.11.

Corollary 4.12. Let F : Rn ⇒ Rp be a set valued map, Rp be partially ordered by Rp
+

vectorial norm ||| · ||| : Rn → Rp
+ be defined as |||x||| = (∥x∥, ..., ∥x∥︸ ︷︷ ︸)

p

for all x ∈ Rn where ∥ · ∥

is a norm on Rn and x̄ ∈ Rn be given. Let wminF (x̄) ̸= ∅ and F (x̄) be Rp
+-bounded. Then

the followings are equivalent to each other:

i) There exist L > 0 and a neighborhood V ∈ N (x̄) of x̄ such that

F (x̄) ̸⊂ F (x) + L|||x− x̄|||+ intRp
+

for all x ∈ V , in addition there exist p ≥ 0 and q ∈ Rp such that

−p|||x|||+ q /∈ F (x) + intRp
+

for all x ∈ Rn and ȳ ∈ F (x̄)\
∪

x∈Rn

[F (x) +M |||x− x̄|||+ intRp
+] where M is the positive

number obtained in Proposition 4.7.
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ii) There exists L > 0 such that F (x̄) ̸⊂ F (x) + L|||x − x̄||| + intRp
+ for all x ∈ Rn and

ȳ ∈ F (x̄)\
∪

x∈Rn

[F (x) + L|||x− x̄|||+ intRp
+]

iii) F is weakly subdifferentiable at (x̄, ȳ).

Proposition 4.13. Let F : Rn ⇒ Rp be a set valued map, Rp be partially ordered by Rp
+,

vectorial norm ||| · ||| : Rn → Rp
+ be defined as |||x||| = (∥x∥, ..., ∥x∥︸ ︷︷ ︸)

p

for all x ∈ Rn where ∥ · ∥ is

a norm on Rn and x̄ ∈ Rn be a given point. If F is Lipschitz on V with Lipschitz constant
L (in the sense Aubin [2]), where V is a neighborhood of x̄, then

F (x̄) ̸⊂ F (x) + L|||x− x̄|||+ intRp
+

for all x ∈ V \{x̄}.

Proof. Since F is Lipschitz on V , we have F (x) ⊂ F (x̄)+L∥x−x̄∥B for all x ∈ V \{x̄} where
B denotes the unit ball in Rp. Hence, for all y ∈ F (x) there exist ȳ ∈ F (x̄) and e ∈ B such
that y = ȳ + L∥x− x̄∥e where e = (e1, e2, . . . , ep). Since ei + 1 ≥ 0 for all i ∈ {1, 2, . . . , p},
we obtain

ȳ − y − L|||x− x̄||| = −L∥x− x̄∥e− L|||x− x̄|||
= (−L∥x− x̄∥e1, . . . ,−L∥x− x̄∥ep)− (L∥x− x̄∥, . . . , L∥x− x̄∥)
= (−L∥x− x̄∥(e1 + 1), . . . ,−L∥x− x̄∥(ep + 1))

∈ −Rp
+.

So we have ȳ − y − L|||x− x̄||| /∈ intRp
+, that means

ȳ /∈ F (x) + L|||x− x̄|||+ intRp
+.

As a consequence, we have F (x̄) ̸⊂ F (x) + L|||x− x̄|||+ intRp
+ for all x ∈ V \{x̄}.

Corollary 4.14 shows that under some assumptions, Lipschitz set-valued maps on a set
are weakly subdifferentiable.

Corollary 4.14. Let Rp be ordered by Rp
+, F : Rn ⇒ Rp be a set-valued map, the vectorial

norm
||| · ||| : Rn → Rp

+ be defined as |||x||| = (∥x∥, ..., ∥x∥︸ ︷︷ ︸)
p

for all x ∈ Rn where ∥ · ∥ denotes

a norm on Rn. Let x̄ ∈ Rn, wminF (x̄) ̸= ∅ and F (x̄) be Rp
+-bounded. If F is Lip-

schitz on V (⊂ domF ) with Lipschitz constant L and if there exist p ≥ 0 and q ∈ Rp

such that −p|||x||| + q /∈ F (x) + intRp
+ for all x ∈ Rn, then there exists M > 0 such that

F (x̄) ̸⊂ F (x) +M |||x− x̄|||+ intRp
+ for all x ∈ Rn and F is weakly subdifferentiable at (x̄, ȳ)

for all ȳ ∈ F (x̄)\
∪

x∈Rn

[F (x) +M |||x− x̄|||+ intRp
+].

5 Weak Conjugate Duality in Vector Optimization

In this section, by using weak conjugate of perturbation function a weak conjugate dual
problem is defined for unconstrained vector optimization problems and weak duality theorem
is proved. Furthermore, stability of primal problem with respect to the perturbation function
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is defined and it is proved that stability of the primal problem implies the strong duality.
Moreover, some necessary conditions for stability of primal problem are presented.

First, let us define the unconstrained vector optimization problem. We assume that
X, Y are real normed spaces, Y is partially ordered by closed, convex and pointed cone C
with nonempty interior intC and f : X → Y is a vector valued function.

Consider the vector optimization problem

(V OP )

{
minimize f(x)
s.t. x ∈ X

.

Solving this problem means to find the set

Inf(V OP ) = Inf{f(x) | x ∈ X}.

We introduce perturbation parameter z ∈ Z and embed the primal problem (V OP ) into
a family of vector optimization problems, where Z is another locally convex real topological
vector space. Let φ be a function from X × Z to Y ∪ {+∞} such that

φ(x, 0) := f(x) for all x ∈ X.

This function is called perturbation function.
Perturbed problem is defined as

(Pz)

{
minimize φ(x, z)
s.t. x ∈ X

.

To construct weak conjugate dual problem of (V OP ) let us find the weak conjugate map of
φ.

Let ||| · |||X : X → C and ||| · |||Z : Z → C be vectorial norms. Weak conjugate of
φ, φw : X × L(X,Y )× R+ × Z × L(Z, Y )× R+ ⇒ Y is defined as

φw(x0, U, c, z0, V, d) = Sup
∪

(x,z)∈X×Z

[−c|||x− x0|||X + c|||x0|||X + U(x)

−d|||z − z0|||Z + d|||z0|||Z + V (z)− φ(x, z)]

for all (x0, U, c, z0, V, d) ∈ X × L(X,Y )× R+ × Z × L(Z, Y )× R+.
If we set x0 = 0, z0 = 0, U = 0, c = 0 in this map we have

φw(0, V, d) = Sup
∪

(x,z)∈X×Z

[−d|||z|||Z + V (z)− φ(x, z)]

where φw(0, 0, 0, 0, V, d) = φw(0, V, d). The weak conjugate dual problem of (VOP) is defined
as

(Dw)

Sup
∪

(V,d)∈L(Z,Y )×R+

[−φw(0, V, d)] .

To solve this dual problem means to find the set

Sup(Dw) = Sup
∪

(V,d)∈L(Z,Y )×R+

[−φw(0, V, d)].

Weak duality theorem presents that any feasible value of the primal problem is not less
than any feasible value of the dual problem.
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Theorem 5.1 (Weak Duality Theorem). For any x ∈ X and (V, d) ∈ L(Z, Y )×R+ we have
φ(x, 0) /∈ B(−φw(0, V, d)). Hence,

Inf(V OP ) ∩B(Sup(Dw)) = ∅.

Proof. From Proposition 3.5 we have

φ(x, 0)− 0(x)− V (0) + 0|||x− 0||| − 0|||0|||+ d|||0− 0||| − d|||0||| = φ(x, 0) /∈ B(−φw(0, V, d))

for all x ∈ X and (V, d) ∈ L(Z, Y ) × R+. So, f(x) /∈ B(−φw(0, V, d)) for all x ∈ X and
(V, d) ∈ L(Z, Y )× R+. Thus, we have∪

x∈X

f(x) ∩B(
∪

(V,d)∈L(Z,Y )×R+

[−φw(0, V, d)]) = ∅.

Therefore,

A(
∪
x∈X

f(x)) ∩B(
∪

(V,d)∈L(Z,Y )×R+

[−φw(0, V, d)]) = ∅.

Then we obtain

∅ = cl(A(
∪
x∈X

f(x))) ∩B(
∪

(V,d)∈L(Z,Y )×R+

[−φw(0, V, d)])

= cl(A(
∪
x∈X

f(x))) ∩B(Sup(Dw))

As wmin cl(A(
∪
x∈X

f(x))) ⊂ cl(A(
∪
x∈X

f(x))) we get

∅ = wmin cl(A(
∪
x∈X

f(x))) ∩B(Sup(Dw))

= Inf(
∪
x∈X

f(x)) ∩B(Sup(Dw))

= Inf(V OP ) ∩B(Sup(Dw)).

Corollary 5.2. Let a ∈ Inf(V OP ) and b ∈ Sup(Dw). Then a ̸<
C
b.

Before giving the definition of stability of (V OP ) we need the following definition.

Definition 5.3. The set-valued map ϕ : Z ⇒ Y defined by ϕ(z) := Inf{φ(x, z) | x ∈ X} for
all z ∈ Z is called the value map for problem (V OP ). It is obvious that Inf(V OP ) = ϕ(0).

Lemma 5.4. For any (V, d) ∈ L(Z, Y )× R+ we have ϕw(0, V, d) = φw(0, V, d).

Theorem 5.5 implies that the solution set of dual problem can be characterized by the
weak biconjugate map of the value map at 0.

Theorem 5.5. ϕww(0) = Sup(Dw).

Before giving Strong Duality Theorem we need the following definition.

Definition 5.6. The primal problem is said to be stable if the value map ϕ is weakly
subdifferentiable at 0 ∈ Z.
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Theorem 5.7 (Strong Duality Theorem). If (V OP ) is stable, then

Inf(V OP ) = Sup(Dw).

Proof. ϕ(0) = Inf{φ(x, 0) | x ∈ X} = Inf{Inf{φ(x, 0) | x ∈ X}} = Infϕ(0). As (V OP )
is stable ϕ is weakly subdifferentiable at 0. Thus, from Theorem 4.5 and Theorem 5.5 we
obtain

Inf(V OP ) = ϕ(0) = ϕww(0) = Sup(Dw).

Proposition 5.8 states a necessary condition for the stability of (V OP ).

Proposition 5.8. If there exist L > 0 and for any ε ∈ intC an element x(ε) ∈ X such that
−L|||z||| ≤

C
φ(x, z) − φ(x(ε), 0) + ε for all (x, z) ∈ X × Z and if Inf(V OP ) ̸= ∅, then ϕ is

weakly subdifferentiable at 0 which means (V OP ) is stable.

Proof. Let y ∈ ϕ(0) = Inf
∪
x∈X

φ(x, 0) be an arbitrary element and z ∈ Z be a fixed arbitrary

element. Then we have y /∈ A(
∪
x∈X

φ(x, 0)). Hence,

φ(x, 0) ̸<
C
y (5.1)

for all x ∈ X. In particular, (5.1) is valid for x(ε) ∈ X, i.e. φ(x(ε), 0) ̸<
C

y . As −L|||z||| ≤
C

φ(x, z)− φ(x(ε), 0) + ε we have

φ(x, z) + L|||z|||+ ε ̸<
C
y. (5.2)

Therefore,
y − ε /∈ φ(x, z) + L|||z|||+ intC

for all x ∈ X. Then we get

y − ε /∈
∪
x∈X

[φ(x, z)] + L|||z|||+ intC.

Now, we will show that

y − ε /∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC.

Assume the contrary that

y − ε ∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC.

Then there exist a(ε) ∈ Inf
∪
x∈X

φ(x, z) and c(ε) ∈ intC such that y− ε = a(ε)+L|||z|||+ c(ε).

As a(ε) ∈ Inf
∪
x∈X

φ(x, z) we have A(a(ε)) ⊆ A(
∪
x∈X

φ(x, z)). Thus, for any a with a(ε) <
C

a

there exists x ∈ X such that φ(x, z) <
C

a. Since, y − ε − L|||z||| − c(ε) = a(ε) we get
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a(ε) <
C
y − ε− L|||z|||. Therefore, there exists x̄ ∈ X such that φ(x̄, z) <

C
y − ε− L|||z||| which

contradicts to (5.2). Hence,

y − ε /∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC. (5.3)

Let us show that

y /∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC = ϕ(z) + L|||z|||+ intC.

Assume the contrary that

y ∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC.

Then there exist a ∈ Inf
∪
x∈X

[φ(x, z)] + L|||z||| and c ∈ intC such that y = a+ c. Since C is a

cone and c ∈ intC we have
c

2
∈ intC. So, we have y = a+

c

2
+

c

2
. Hence, y − c

2
= a+

c

2
∈

Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC which contradicts to (5.3). Thus,

y /∈ Inf
∪
x∈X

[φ(x, z)] + L|||z|||+ intC = ϕ(z) + L|||z|||+ intC.

Because y ∈ ϕ(0) is an arbitrary element

ϕ(0) ∩ (ϕ(z) + L|||z|||+ intC) = ∅

for all z ∈ Z. Moreover, since wminϕ(0) = Inf(V OP ) ̸= ∅ from Proposition 4.6 ϕ is weakly
subdifferentiable at (0, y). As y ∈ ϕ(0) is an arbitrary element, ϕ is weakly subdifferentiable
at 0.

Proposition 5.9. Let Rp be partially ordered by Rp
+, the vectorial norm ||| · ||| : Rm → Rp

+ be
defined as |||x||| = (∥x∥, . . . , ∥x∥︸ ︷︷ ︸

p

) for all x ∈ Rm where ∥·∥ is a norm on Rm and f : Rn → Rp

be a given function. Let φ : Rn ×Rm → Rp
+ be a perturbation function, ϕ(0) be Rp

+-bounded
and wminϕ(0) = Inf(V OP ) ̸= ∅ where ϕ is the value map obtained from φ. If (V OP ) is
stable, then there exist L > 0, and for any ε ∈ intRp

+, x(ε) ∈ Rn such that

φ(x, z)− φ(x(ε), 0) + ε ̸<
Rp

+

−L|||z||| for all z ∈ Rm.

Proposition 5.10 gives another necessary condition for stability of the primal problem
(V OP ).

Proposition 5.10. In addition to assumptions of Proposition 5.9 let there exist L > 0, a
neighborhood N(0) ⊂ Rm of 0 and, for any ε ∈ intRp

+, x(ε) ∈ Rn such that

−L|||z||| ≤
Rp

+

φ(x, z)− φ(x(ε), 0) + ε

for all z ∈ N(0) and x ∈ Rn. If there exist p ≥ 0 and q ∈ Rp such that

−p|||z|||+ q /∈ φ(x, z) + intRp
+

for all x ∈ Rn and z ∈ Rm, then ϕ is weakly subdifferentiable at 0.
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Proof. Let y ∈ ϕ(0) = Inf
∪

x∈Rn

φ(x, 0) be an arbitrary element and z ∈ N(0) be an arbitrary

fixed element. Then y /∈ A(
∪

x∈Rn

φ(x, 0)). Thus, we get φ(x, 0) ̸<
Rp

+

y for all x ∈ Rn. In

particular, φ(x(ε), 0) ̸<
Rp

+

y. From assumption we have

−L|||z||| ≤
Rp

+

φ(x, z)− φ(x(ε), 0) + ε

for all x ∈ Rn. Therefore, we obtain φ(x, z) + ε+ L|||z||| ̸<
Rp

+

y which means y − ε /∈ φ(x, z) +

L|||z|||+ intRp
+ for all x ∈ Rn. Hence, we obtain

y − ε /∈ Inf
∪

x∈Rn

[φ(x, z)] + L|||z|||+ intRp
+.

If we take limit as ε ↓ 0 in the last relation, then we get

y /∈ Inf
∪

x∈Rn

[φ(x, z)] + L|||z|||+ intRp
+

= ϕ(z) + L|||z|||+ intRp
+

which means

ϕ(0) ∩ (ϕ(z) + L|||z|||+ intRp
+) = ∅.

Hence, ϕ(0) ̸⊂ ϕ(z) + L|||z|||+ intRp
+ for all z ∈ N(0).

As

−p|||z|||+ q /∈ φ(x, z) + intRp
+

for all x ∈ Rn and z ∈ Rm, we obtain

−p|||z|||+ q /∈
∪

x∈Rn

[φ(x, z) + intRp
+].

So, we get

−p|||z|||+ q /∈ Inf
∪

x∈Rn

[φ(x, z) + intRp
+]

= ϕ(z) + intRp
+ for all z ∈ Rm.

From Theorem 4.12, ϕ is weakly subdifferentiable at 0.

Proposition 5.11. In addition to assumptions of Proposition 5.9 let (V OP ) be stable. Then
there exists L > 0 and for any ε ∈ intRp

+ there exists x(ε) ∈ Rn such that

φ(x, z)− φ(x(ε), 0) + ε ̸<
Rp

+

−L|||z||| (5.4)

for all x ∈ Rn and z ∈ Rm, and there exist p ≥ 0 and q ∈ Rp such that

−p|||z|||+ q /∈ ϕ(z) + intRp
+ (5.5)

for all z ∈ Rm.
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6 Weak Fenchel Dual Problem

In this section, by using a special perturbation function in the construction of weak
conjugate dual problem weak Fenchel dual problem is obtained. Finally, an example of a
nonconvex constrained vector optimization problem which can not be solved by Lagrange
dual problem constructed in [25] but can be solved by weak Fenchel dual problem is pre-
sented.

Let us consider the constrained vector optimization problem

(V O) Inf{f(x) | x ∈ G}

where f : Rn → Rp and g : Rn → Rm are vector valued functions, Rp and Rm are partially
ordered by Rp

+ and Rm
+ , respectively, S is a nonempty subset of Rn, the vectorial norm

||| · ||| : Rn → Rp
+ is defined as |||x||| = (∥x∥, . . . , ∥x∥) for all x ∈ Rn where ∥ · ∥ is a norm on

Rn and G = {x ∈ S | g(x) ≤
Rm

+

0}.

The Fenchel perturbation function φF : Rn × Rn → Rp ∪ {+∞} is defined as

φF (x, z) =

{
f(x+ z) , x ∈ G
+∞ , otherwise

for all x, z ∈ Rn.
The weak conjugate map φw

F : Rn×Rn×R+×Rn×Rn×R+ → Rp
of φF is obtained as

φw
F (x0, U, c, z0, V, d) = Sup

∪
(x,z)∈G×Rn

[−c|||x− x0|||+ c|||x0|||+ U(x)

−d|||z − z0|||+ d|||z0|||+ V (z)− f(x+ z)].

for all (x0, U, c, z0, V, d) ∈ Rn × Rn × R+ × Rn × Rn × R+. By taking x0 = z0 = 0, U = 0,
c = 0, x+ z = r and from Proposition 2.6 in [33] we get

φw
F (0, V, d) = Sup

∪
(x,z)∈G×Rn

[−d|||z|||+ V (z)− f(x+ z)]

= Sup
∪
x∈G

∪
r∈Rn

[−d|||r − x|||+ V (r)− V (x)− f(r)]

= Sup
∪
x∈G

[−V (x)− d|||x|||+
∪

r∈Rn

[V (r) + d|||x||| − d|||r − x||| − f(r)]].

= Sup
∪
x∈G

[−V (x)− d|||x|||+ Sup
∪

r∈Rn

[V (r) + d|||x||| − d|||r − x||| − f(r)]].

= Sup
∪
x∈G

[−V (x)− d|||x|||+ fw(x, V, d)].

Hence, by substituting φw
F in the weak conjugate dual problem

(Dw
F ) Sup

∪
(V,d)∈Rn×R+

[−φw
F (0, V, d)]

we obtain
(Dw

F ) Sup
∪

(V,d)∈Rn×R+

Inf
∪
x∈G

[V (x) + d|||x||| − fw(x, V, d)].
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Example 6.1 gives a nonconvex constrained vector optimization problem which can not be
solved by Lagrange dual problem constructed by Li et al. in [25] but can be solved by weak
Fenchel dual problem.

Example 6.1. Let f : R → R2 and g : R → R be defined as f(x) = (x,−|x|) and
g(x) = −x− 1 ≤ 0 for all x ∈ R, respectively, let S = R, R2 be partially ordered by R2

+ and
the vectorial norm ||| · ||| : R → R2

+ be defined as |||x||| = (|x|, |x|) for all x ∈ R. Let us consider
the constrained vector optimization problem

(V OP )

 Inf f(x)
s.t. g(x) = −x− 1 ≤ 0
x ∈ S

, i.e. (V OP )

{
Inf (x,−|x|)
s.t. x ≥ −1, x ∈ R

It is obvious that Inf(V OP ) = {−1}×[−1,+∞)∪[−1, 1]×{−1}∪{(x, y) | x ≥ 1, y = −x}.
Firstly, let us show that (V OP ) can not be solved by Lagrange dual problem constructed

in [25].
Lagrange dual problem for (V OP ) is defined as

Sup(DL) = Sup
∪

Λ∈L+(R,R2)

Inf
∪
x∈R

[f(x) + Λ(g(x))]

where
L+(R,R2) = {Λ ∈ L(R,R2) | Λ(z) ≥

R2
+

0 for all z ≥ 0}

= {(a, b) ∈ R2 | az ≥ 0, bz ≥ 0 for all z ≥ 0}
= R2

+.

Substituting L+(R,R2) in the dual problem, we obtain

Sup(DL) = Sup
∪

Λ∈L+(R,R2)

Inf
∪
x∈R

[f(x) + Λ(g(x))]

= Sup
∪

(a,b)∈R2
+

Inf
∪
x∈R

[(x,−|x|) + (a, b)(−x− 1))]

= Sup
∪

(a,b)∈R2
+

Inf
∪
x∈R

[(x− ax− a,−|x| − bx− b)].

After some calculations, the set Inf
∪
x∈R

[(x−ax−a,−|x|−bx−b)] is obtained as in Figure

1 for all 0 ≤ a ≤ 1 and b ≥ 1, and otherwise it equals {−∞}.
As seen in Figure 1 the set of all points below

∪
(a,b)∈R2

+

Inf
∪
x∈R

[(x− ax− a,−|x| − bx− b)]

equals the set of all points below {−1} × [−1,+∞) ∪ [−1, 0] × {−1} ∪ {(x, y) | x ≥ 0, y =
−2x− 1}. Hence,

Sup(DL) = Sup
∪

(a,b)∈R2
+

Inf
∪
x∈R

[(x− ax− a,−|x| − bx− b)]

= {−1} × [−1,+∞) ∪ [−1, 0]× {−1} ∪ {(x, y) | x ≥ 0, y = −2x− 1}.

So, strong duality is not satisfied.
Now, let us show that strong duality is satisfied for weak Fenchel dual problem. To

do this it is enough to prove the weak subdifferentiability of the value map at 0. For this
purpose we will follow below steps:
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Figure 1: Inf
∪
x∈R

(x− ax− a,−|x| − bx− b) for 0 ≤ a ≤ 1 and b ≥ 1

• Determine the perturbation function,

• Determine the value function,

• Show the existence of L > 0 that satisfies ϕ(0) ̸⊂ ϕ(u) + L|||u|||+ intR2
+ for all u ∈ R.

At the end, we will construct weak Fenchel dual problem and show that strong duality is
held for it.

Now, let us determine above steps.

The perturbation function φF : R2 → R2 ∪ {+∞} is defined as

φF (x, u) =

{
f(x+ u) , x ≥ −1
+∞ , otherwise.

=

{
(x+ u,−|x+ u|) , x ≥ −1

+∞ , otherwise.

for all (x, u) ∈ R2.

The value map ϕ : R → R2
with respect to the perturbation map is defined as

ϕ(u) = Inf{φF (x, u) | x ∈ R} = Inf{φF (x, u) | x ≥ −1}

=



{(x, y) | x = −1 + u, y ≥ −1 + u}∪
{(x, y) | y = −1 + u, −1 + u ≤ x ≤ 1− u}∪
{(x, y) | x ≥ 1− u, y = −x}

, u < 1

{(x, y) | x = −1 + u, y ≥ 1− u}∪
{(x, y) | x ≥ −1 + u, y = −x} , u ≥ 1

for all u ∈ R. Image set of ϕ(·) is shown in Figure 2 (a) and (b).
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Figure 2: (a) Image set of ϕ(·) for u < 1 (b) Image set of ϕ(·) for u ≥ 1

Let us show the existence of L > 0 satisfies ϕ(0) ̸⊂ ϕ(u) +L|||u|||+ intR2
+ for all u ∈ R.

It is obvious that ϕ(0) = Inf(V OP ). By choosing L = 1 we get

(x, y) + L|||u||| = (x+ |u|, y + |u|) = (x+ |u|,−x+ |u|) ∈ {(x, y) | y > −x}

for all (x, y) ∈ {(x, y) | x ≥ 1− u, y = −x} ⊂ ϕ(u) which means

ϕ(0) ̸⊂ ϕ(u) + L|||u|||+ intR2
+

where u < 1 and u ̸= 0. It is clear that

ϕ(0) ̸⊂ ϕ(u) + L|||u|||+ intR2
+

for u = 0 and for all u ≥ 1. Hence, we have

ϕ(0) ̸⊂ ϕ(u) + L|||u|||+ intR2
+

for all u ∈ R that means ϕ(·) is weakly subdifferentiable at (0, y) for all
y ∈ ϕ(0)\

∪
u∈R

ϕ(u) + L|||u||| + intR2
+ = ϕ(0), i.e. ϕ(·) is weakly subdifferentiable at

0. From Strong Duality Theorem we obtain Inf(V OP ) = Sup(Dw
F ).

Now, let us construct weak Fenchel dual problem of (V OP ). It is defined as

(Dw
F ) Sup

∪
(a,b,d)∈R2×R+

Inf
∪

x0≥−1

[(ax0, bx0) + (d|x0|, d|x0|)− fw(x0, a, b, d)].

After some calculations, sets Inf
∪

x0≥−1

[(ax0, bx0) + (d|x0|, d|x0|)− fw(x0, a, b, d)] with

respect to elements (a, b, d)∈R2×R+ are found as in Figure 3 and Figure 4.
As seen in Figure 3 and Figure 4 the set of all points below∪

(a,b,d)∈R2×R+

Inf
∪

x0≥−1

[(ax0, bx0)+(d|x0|, d|x0|)−fw(x0, a, b, d)]

equals to the set of all points below

{−1} × [−1,+∞) ∪ [−1, 1]× {−1} ∪ {(x, y)|x ≥ 1, y= −x}.
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Figure 3: Inf
∪

x0≥−1

[(ax0, bx0) + (d|x0|, d|x0|)− fw(x0, a, b, d)]

Figure 4: Inf
∪

x0≥−1

[(ax0, bx0) + (d|x0|, d|x0|)− fw(x0, a, b, d)]
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Hence, we get

Sup(Dw
F ) = Sup

∪
(a,b,d)∈R2×R+

Inf
∪

x0≥−1

[(ax0, bx0) + (d|x0|, d|x0|)− fw(x0, a, b, d)])

= {−1} × [−1,+∞) ∪ [−1, 1]× {−1} ∪ {(x, y) | x ≥ 1, y = −x}
= Inf(V OP ).

So, strong duality is held for weak Fenchel dual problem.

7 Concluding Remarks

In this study, by using concepts of supremum, infimum, weak maximum of a set and vecto-
rial norm, we defined weak conjugate maps and weak subdifferentials for set-valued maps.
Furthermore, we presented necessary and sufficient conditions for weak subdifferentiability
of set-valued maps. These notions enable us to construct a new conjugate dual problem for
nonconvex problems. Moreover, we constructed a new conjugate dual problem for uncon-
strained vector optimization problems by using weak conjugate map of perturbation function
and we presented weak and strong duality theorems. Furthermore, by using a special pertur-
bation function for constrained vector optimization problem weak Fenchel dual problem was
constructed. By using this dual problem we are able to solve some nonconvex constrained
vector optimization problems.
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