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Abstract: In this paper, we consider a new parametric kernel function with a trigonometric barrier term.
The properties of the proposed parametric kernel function and the corresponding barrier functions are
investigated. Furthermore, we present a class of large- and small-update interior-point methods for Px(x)-
linear complementarity problems based on the new parametric kernel function. By utilizing the feature of
the parametric kernel function, we obtain the iteration bounds for large- and small-update methods, namely,

o1+ 2/@)71% log ) and O((1 + 2x)+/nlog %), respectively.
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Introduction

Given a matrix M € R™ "™ and a vector ¢ € R"™, the standard linear complementarity
problem (LCP) is to find a pair of vectors (z,s) € R?" such that

s=Mz+gq, zs=0, (z,8)>0,

where xs denotes the coordinatewise product of the vectors x and s.

For years, LCPs have been one of the most active research areas in mathematical pro-
gramming due to its many applications, algorithms, and theoretical existence results. In
fact, the Karush-Kuhn-Tucker (KKT) optimality conditions for linear optimization (LO)
and convex quadratic optimization (CQO) can be formulated as LCPs. For a comprehen-
sive treatment of LCPs theory and applications, we refer the reader to the monograph of
Kojima et al. [16].

The class of P,-matrices, introduced by Kojima et al. [16], includes many types of ma-
trices in practical applications. Let x be a nonnegative number. A matrix M is called a
P, (k)-matrix if

(1+4k) Y zi(Mz)i+ Y xi(Mz); >0, VzeR",
i€l (x) i€l_(x)
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where Iy (z) = {i : ;(Mz); > 0} and I_(x) = {i : z;(Mz); < 0} are two index sets. It is
equivalent to the following inequality

T Mz > —4k Z zi(Mz);, VYxeR"
i€I+(I)

The union of all the P, (x)-matrices is defined by

P, = U P.(k),

i.e., M is a P,-matrix if M € P, (k) for some k > 0.

In this paper, we consider LCPs with M being a P, (x)-matrix, namely P,(x)-LCPs,
which contains monotone LCPs (i.e., P.(0)-LCPs) as a special case when x = 0. There
are many approaches for P, (x)-LCPs. Among them, interior-point methods (IPMs) gain
much more attention. Due to the fact that LCPs is closely related to LO, several IPMs
designed for LO have been extended to P.(x)-LCPs. Kojima et al. [16] first proved the
existence of the central path for P,(x)-LCPs and generalized the primal-dual TPMs for LO
to P.(k)-LCPs. Consequently, several efficient IPMs have been proposed for P, (x)-LCPs [1]
[22] [26] [30] [32] and nonlinear P, complementarity problems [38]. In the meantime, many
researchers considered some other effective methods for symmetric cone complementarity
problems [13] [14], which includes second-order cone complementarity problems [6] [7] and
semidefinite complementarity problems [12] as special cases.

Peng et al. [23] presented primal-dual IPMs for LO, second-order cone optimization
(SOCO), semidefinite optimization (SDO), and also extended to P, (x)-LCPs based on the
self-regular proximities. Later on, Bai et al. [3], Cho and Kim [8], Wang et al. [27], Peyghami
and Amini [24], and Lee et al. [17] analyzed IPMs for P,(x)-LCPs based on some special
eligible kernel functions, which are not necessarily self-regular. Lesaja and Roos [18] and
El Ghami and Steihaug [10] provided a unified approach and comprehensive treatment of
kernel-based TPMs for P, (x)-LCPs. All these kernel-based IPMs for P.(x)-LCPs depend
explicitly on the handicap k of the problem. For some other related kernel-function based
IPMs we refer to the references [19] [25] [34] [37].

Recently, El Ghami et al. [9] considered a trigonometric kernel function for primal-dual
IPMs for LO. They established the worst case iteration bounds for large- and small-update
methods, namely, O(ni log 2) and O(y/nlog Z), respectively. Subsequently, Peyghamia et
al. [25] considered a new kernel function with a trigonometric barrier term. Based on this
kernel function, they proved that large-update method for LO has the worst case iteration
bound, namely, O(n% log ), which improves the obtained iteration bound for large-update
methods based on the trigonometric kernel function proposed in [9]. Some well known
trigonometric kernel function and the corresponding iteration bounds for large-update meth-
ods are collected in Table 1. In most cases, the complexity results for small-update IPMs are
essentially the same small-update methods based on the classic logarithmic barrier function,
which is O(y/nlog 2).

Motivated by their work, the aim of this paper is to propose a class of primal-dual IPMs
based on the following new kind of parametric kernel function with a trigonometric barrier
term, i.e.,

2
-1
w(t) = * — —logt+ Aan?(h(0), >0, (1.1)
where 1t )
U —
— < = 1.2
no ="0D g cu<l (12
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i The kernel functions 1; (¢) Large-update methods | Ref.
1 tzT’l + S tan (”éi;?) O (n% log %) 9]
2 tzT_l + 2 cot (1’%) @) (n% log 2 ) [15]
3 £t —1 —logt+ % tan® (%) O (n% log %) [25]
4 -1 1>2 4 G107 1> + % (tan2 (%)) (0] (n% log %) [19]
5| £71 —logt + Man® (452) 0 < A < 5 0 (nf log2) [5]
6 tzT_l — %p (tanp (2-:215) — 1) ,p>2 @] (pnﬂl;itrzl) log %) [4]

Table 1. Iteration bounds for the kernel functions with trigonometric barrier terms

and 0 < A < A(u), here A(u) is a function of u given by

(14 2u)®
Amu(10m?u? — 3ru+3)

Au) = (1.3)

It should be noted that if u = 0, then ) (t) = i 1ogt this is the kernel function of the
classic barrier function. Particularly, if one takeb u = 3, then

1 27
A=) = ~ 0.1577.
(4) (572 — 67 + 24)

This means that our parametric kernel function includes the kernel function considered
1

in [25] as a special case, where A\ = 5. The properties of the proposed kernel functions
and the corresponding barrier functions are investigated. By utilizing the feature of the
parametric kernel function, we derive the iteration bound for large-update methods, namely,
O((1+2k)n3 log %), which improves the classical iteration complexity with a factor n3, and
for small-update methods7 we obtain the iteration bound, namely O((1+2x)+/nlog 2), Wthh
matches the currently best known iteration bound for small-update methods.

The remainder of this paper is organized as follows: In Section 2, we introduce the
new parametric kernel function with a trigonometric barrier term and develop some useful
properties of the new kernel function, as well as the corresponding barrier function. In
Section 3, we present the framework of kernel-based IPMs for P, (k)-LCPs. The analysis
and the complexity of the algorithms for large- and small-update methods are presented in
Section 4. Finally, the paper will end with some concluding remarks follow in Section 5.

Some notations used throughout the paper are as follows. R", R’} and R%, denote
the set of vectors with n components, the set of nonnegative vectors and the set of positive
vectors, respectively. x| denotes the 2-norm of the vector z. e denotes the identity vector,
that is, a vector whose entries take value 1. For any x € R", %, and x,,4, denote the
smallest and the largest value of the components of z, respectively. Finally, if g(xz) > 0 is
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a real valued function of a real nonnegative variable, the notation g(x) = O(z) means that
g(x) < éx for some positive constant ¢ and g(z) = O(x) that c;z < g(z) < cox for two
positive constants ¢; and c,.

The new parametric kernel function

In this section, we consider the new parametric kernel function ¢(t) given by (1.1). Some
useful properties of the new kernel function and the corresponding barrier function are
provided.

The first three derivatives of 1(t) are listed as follows:

W ()=t % + 20 () tan(h(2)) sec(h (1)), (2.1)
W) =1+ tiQ + 2xsec (h(8))or (1), (2.2)
O () = —t% + 2xs0c (h(t))pa (). (2.3)

where

@1(t)=h"(t) tan(h(t)) + ' (t)*(3tan®(h(t)) + 1),
0o (t) = 3R ()R (t) (3tan2(h(t)) + 1) + 4k’ (£)® tan(h(t)) (3tan(h(t)) + 2) + K" (¢) tan(h(t)),

and

iy mu(l42u) o, o 2ru(l42w) o, 6mu(l +2u)
i = (t+2u)* hiE) = (t+2u)® h) = (t +2u)*
It is obvious that
(1) = ¢/(1) =0, (2.4)
Furthermore, we have
t g
- [ [ vracas (2.5)

Some technical lemmas related to the proposed parametric kernel function ¢ (t) given by
(1.1) are presented.

Lemma 2.1. One has

) 2
4 ) 3m(1 + 2u)

Proof. It follows from 0 < z < 7§ that cos(x) = sin(§ —x) < § — 2. We have

foy T o7l —2u) 4
g ()= ( 4 >+37r(1+2u)2

=sec” <7T(1;2U)) <_72T T3 i 2u)2cos2 (W(l ry QU)) )
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Thus g(u) is decreasing in (0, %], and from g(3) = tan(75) — = ~ 0.1406 > 0, this implies
that g(u) > 0 for 0 < u < % Hence, the proof of the lemma is finished. O

Lemma 2.2. Let h(t) be given by (1.2). Then

4u

S0, 0<t<2u,0<u<
3(1 + 2u)t = “

f(t,u) :=tan(h(t)) —

W =

Proof. For 0 <t <1, one has 0 < h(t) < 7, therefore cos(h(t)) < § — h(t). Differentiating
the function f(¢,u) with respect to ¢, we have

ot cos? (h(t)) 37r 14+ 2u)t?
21 (t) Y cos?ht
37’Ft2C082 (377 1+ 20 °® ®)
du 2

<o | 37t?H () = —h(t

37Tt20082 (3 1 + 2u (2 ®) ) >

271'u (1+ 2u) du 72(1 4+ 2u)?t?
37rt2c052 (t+2u)?  1+2u 4(t+2u)
27ru(1 + 2u)
3(t + 2u)?cos? (h(t))

<0.

This implies that f(t,u) with respect to ¢ is decreasing in (0, 2u]. From Lemma 2.1, we have

(1-2u)m 2 1
f(2u,u) an( 1 sl 2u) 2 VS E g
This means that f(¢,u) > 0. Hence, the proof of the lemma is finished. O

Lemma 2.3. Let ¢ be a constant, and
w(t;u, N) = Ly (u, Nt 4 Ly (u, V"™ 4 -+ 4 Ly (u, )t 4 Lo(u, A),

where the parameters u and A are in R, and L;(u, )\) are the functions of u and X\ for
i=0,1,...,n. If Lp(u,\) > 0, w(c;u,A) > 0 and %h e>0fori=1,...,n—1,
then we have w(t;u,A) > 0 for all t > c.

Proof. 1t is obvious that % t=c = Ly (u,A) > 0, for all ¢ € R. This implies that

w is monotone increasing. Since STMH ¢ > 0, we have w™ =V (t;u,\) > 0

for all t > ¢. And so on, we can conclude that w(t; u, A) for all ¢ > ¢. This finishes the proof

of the lemma. O
Lemma 2.4. Let ¢t > 0. Then

V() > 1; (2.6)

t" () + ' () > 0; (2.7)

t" (t) — ' (t) >0 (2.8)

"' () <0 (2.9)
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Proof. See Appendix A.
The barrier function ¥(v) : R, — Ry based on the parametric kernel function given
by (1.1) is defined by

n

() = 1(vy). (2.10)

i=1

Furthermore, we define the norm-based proximity measure 6(v) : R’} | — R as follows:

(0) =5 | 7¥@) | (2.11)

Due to the properties of the parametric kernel function ¢ (t), we can conclude that ¥(v) is
a strictly convex function and attains minimal value at v = e and ¥(e) =0, i.e.,

VI(v) =0 T(v)=0sv=ec. (2.12)

The property described below is exponential convexity, which has been proven to be very
useful in the analysis of primal-dual IPMs based on the kernel functions [2] [23].

Lemma 2.5. Let ti,to > 0. Then

b(Viit) < S(1(t) + ¥(t2)).

N —

Proof. The result of the lemma follows immediately from Lemma 1 in [23], which states that
the above inequality holds if and only if t¢”(t) + ¢’(t) > 0 for all ¢ > 0. Hence, from (2.7)
in Lemma 2.4, the proof of the lemma is finished. O

From (i) of Lemma 2.4 (i.e., ¥"(t) > 1), we say that ¢(t) is strongly convex. The
following lemma provides an important consequence of this property. These results can be
directly obtained from the corresponding results in the LO case [2].

Lemma 2.6. Lett > 0. Then

P (t)?.

N =

1
-1 <ui) <
As the consequences of Lemma 2.6, we have the following two important corollaries.

Corollary 2.7. Let U(v) > 1. Then

Corollary 2.8. Let U(v) > 1. Then
o]l < Vn+26(v).
Lemma 2.9. Let 8> 1. Then
1
Y(BE) < () + 5(8° = ).

Proof. See Appendix B.
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Theorem 2.10. Let 0 < 0 <1 and vy = Then

7o
U(vy) < U(0) + 2(1{9) (2@(1;) +24/200(0) + n) :

Proof. Let 5 = \/1179. We have, by Lemma 2.9,

U(Bv) < ¥(v) + % > (B = 1o} = U(v) + 22”_'9).
i=1

It follows from Corollary 2.8 that

U(vy) < W(0) + 2(1{9) (2@(1;) +24/200(0) + n) :

The proof of the theorem is finished. O

The kernel-based IPMs for P,(x)-LCPs

In this section, we briefly recall the outline of primal-dual IPMs for P,(x)-LCPs, which
includes the central path, the new search directions and the generic primal-dual IPMs for
P.(k)-LCPs.

The central path for P,(x)-LCPs

Throughout the paper, we assume that P,(x)-LCPs satisfy the interior-point condition
(IPC), i.e., there exists a pair (z%,s%) > 0 such that s = Mz° + ¢, which implies the
existence of a solution for P.(k)-LCPs. In fact, the IPC can be assumed without loss of
generality. For this and some other properties mentioned below, we refer to Kojima et
al. [16].

Finding an approximate solution of P, (x)-LCPs is equivalent to solving the following
system

—Mx+s q
= , x,8>0. (3.1)

The standard approach is to replace the second equation in (3.1), the so-called complemen-
tarity condition for Py (k)-LCPs, by the parameterized equation xs = pe, with g > 0. This
leads to the following system

= , x,5>0. (3.2)

From Lemma 4.3 in [16], the parameterized system (3.2) has a unique solution for each p > 0
due to the fact that M is a P.(k)-matrix and the IPC holds. We denote this solution as



262 L. LI, J.Y. TAO, M. El GHAMI, X.Z. CAI AND G.Q. WANG

(z(p),s(w)) and call it the p-center of P,(k)-LCPs. The set of u-centers (with p running
through all positive real numbers) gives a homotopy path, which is called the central path
of P.(k)-LCPs. If u — 0, then the limit of the central path exists and since the limit points
satisfy the complementarity condition, i.e., s = 0, the limit yields a solution for P, (x)-LCPs
(cf. Theorem 4.4 in [16]).

The new search directions for P,(x)-LCPs

TPMs follow the central path approximately and find an approximate solution of P, (x)-LCPs
as p goes to zero. A natural way to define a search direction is to follow Newton’s approach
and linearize the second equation in (3.2). This yields to the following system

—MAz + As 0
= . (3.3)

sAx 4+ xAs e — s

It follows from Lemma 4.1 in [16] that the modified Newton-system (3.3) has a unique
solution.

Let
vi= |2, (3.4)
and A A
dy =228 g, .= P28 (3.5)
x s
Tt follows from (3.4) and (3.5) that
—Md, +d, 0
- , (3.6)
dg + dg v h—w

where M := DM D with D := X2S~2, X := diag () and S := diag (s). It is obvious that
the right-hand side v=! — v in the second equation of the system (3.6) equals minus the
derivative of the classic barrier function ¥.(v), i.e.,

U, (v) = ch(vi), veR?,, (3.7)

where
-1

Ye(t) :==

is the kernel function of the classic barrier function ¥.(v). Thus, the system (3.6) can be
rewritten as the following system.

—logt

—Md, + d 0

dy + ds —VU.(v)
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By replacing the right-hand side of the second equation in (3.8) by —V¥(v), we have

—Md, + d, 0
= . (3.9)

dy + dy —VU(0)

This system also has a unique search direction. Furthermore, we can conclude that Az and
As both vanish if and only if v = e, i.e., if and only if z = x(u),s = s(u). Otherwise, we
will use (Az, As) as the new search direction. Then, we have

xy =2+ alz, and s := s+ als, (3.10)

where « is the default step size defined by some line search rules. Furthermore, we can easily
verify that

dy =ds =0 VY¥0v)=06v)=0¥@v)=00v=e (3.11)
This implies that the value of ¥(v) can be considered as a measure for the distance between
the given pair (z,s) and the corresponding u-center (x(u), s(u)).

The generic IPMs for P,(x)-LCPs

Now we can outline the generic IPMs that uses the barrier function defined by (2.10).
Suppose that (z(u),s(u)) is known for some positive p and is in the 7-neighborhood of
the corresponding pu-center, i.e., ¥(v) < 7. For example, due to the above assumption we
may assume this for p = 1, with x(1) = s(1) = e. Then, we decrease p to p := (1 — 0)u
with 6 € (0,1), which changes the value of v according to (3.4) and defines a new p-center
(x(p),s(p)). This may cause the increase of the value of the barrier function above the
threshold value of 7, i.e., U(v) > 7. Now we start the inner iteration by solving the scaled
Newton system (3.9) and through (3.5) to get the new search direction (Az, As). The new
iterate (z4,s4) is calculated by (3.10). If necessary, we repeat the procedure until we find
iterates that are in the neighborhood of (xz(u),s(x)). During the inner iteration the value
of p is kept constant. At this point we start a new outer iteration by reducing the value of
1 again. Then we apply Newton’s method targeting at the new p-centers, and so on. This
process is repeated until g is small enough, say until nu < € , at this stage we have found
an e-solution of P, (k)-LCPs. The generic form of this algorithm is shown in Fig. 1.

The analysis and the complexity of the algorithms

In this section, we first choose a default step size. Then, we derive an upper bound for the
decrease of the barrier function during an inner iteration. Finally, the iteration bounds for
large- and small-update methods are established.

The default step size

In each inner iteration, we first compute the search direction (d,, ds) from the system (3.9).
Then through (3.5), we obtain the search direction (Az,As). After a step with size « the
new iteration is given by (3.10). Note that during an inner iteration the parameter p is
fixed. Hence, after the step the new v-vector is

Ty S4

Vy = .
y2
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Generic IPMs for P,(x)-LCPs

Input:

A threshold parameter 7 > 0;

an accuracy parameter ¢ > 0;

a fixed barrier update parameter 6, 0 < 6 < 1;
begin

ri=e;8:=¢€; u:=1;

while nu > ¢ do

begin
p=(1—0)u;
while ¥(v) > 7 do
begin

calculate the search direction (Az, As);
determine the default step size a;
update (z, s) := (z, s) + a(Az, As).
en
end
end

Figure 1: Algorithm
Since

S

A A
x+=x<e+a;> 2%(v+adx), s+:s(e+a5> :%(v—i—ads),

we have, by zs = pv?,

vy =/ (v+ ad,) (v + ady).

In what follows, we consider the decrease in ¥ as a function of « and define

f(@) == W(vs) = T(v). (4.1)

However, working with f(a) may not be easy because in general f(«) is not convex. Thus,
we are searching for the convex function fi(«) that is an upper bound of f(«) and whose
derivatives are easier to calculate than those of f(«).

We have, by Lemma 2.5,

(T(v+ ady) + ¥(v + ady)).

N =

V(vy) = U(V/ (v + ady)(v + ady)) <

Let 1
fila) = 5(\1'(v+adx)+‘ll(v+ads)) —U(v). (4.2)

Then f(0) = f1(0) = 0 and f(a) < fi(a), which means that fi(a) is an upper bound of
f(a). Furthermore, we have

—_

52 (vi + a(da)i)(da)i + ¥ (vi + a(ds)i) (ds)i) (4.3)
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and
n

D (0" (0 ald)i) (de)? + 0" (v + aldy)i) (ds)F)- (4.4)

i=1

(o) =

N —

It follows from the second expression of the system (3.8) that
1 1
f1(0) = §V\II(U)T(dm +dy) = —§vm(u)Tv\p(u) = —26(v)2. (4.5)

Below we use the shorthand notation: ¢ := §(v). The following lemma provides an upper
bound of f{’(«), which can be found in Lemma 3.3 in [27].

Lemma 4.1. One has
V(@) < 2(1 4 26)5%Y" (Vmin — 200v/1 + 256).

Following the strategy considered in [27], we briefly recall how to choose the default step
size. Suppose that the step size « satisfies

26
VI+2k

Then fi1(a) < 0. The largest possible value of the step size of « satisfying (4.6) is given by

= (Vmin — 20V 1 + 268) + ' (Vimin) < (4.6)

o g (0o ((14 g ))) a

where p(s) : [0,00) — (0,1] is the inverse function of —1¢/(t) for ¢t € (0,1]. Furthermore,
we can conclude that
1

(20w (o (14 4bg)0))

According to the properties of the kernel function (t) given by (1.1), we have the
following result.

a> (4.8)

Lemma 4.2. One has
1

a >
T (14 26)C(A\u)d

1
3
where C (A, u) is given below in (5.6)

Proof. See Appendix C.
In the sequel we use
1

2wt (4.9)

as the default step size.
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The decrease of the value of U(v) during an inner iteration

In what follows, we will show that the barrier function ¥(v) in each inner iteration with
the default step size &, as defined by (4.9), is decreasing. For this, we need the following
technical result.

Lemma 4.3 (Lemma 12 in [23]). Let h(t) be a twice differentiable convex function with

h(0) =0, h'(0) < 0 and let h(t) attain its (global) minimum at t* > 0. If k'’ (t) is increasing

fort € [0,t*], then

th'(0)
2 )

Lemma 4.4. Let the step size o be such that a < &. Then

h(t) < 0<t<th

fla) < —ad?.

Proof. Since f1(«) is a twice differentiable convex function with f1(0) = 0, and f{(0) =
—26% < 0, we have, by Lemma, 4.3,

f(@) < fi(a) < —ad®.
This finishes the proof of the lemma. O

The following theorem shows that the default step size (4.9) yields the sufficient decrease
of the barrier function value during each inner iteration.

Theorem 4.5. Let & be the default step size given by (4.9). Then

) 1
I < =B o W

wl=

Proof. From Lemma 4.4, (4.9) and Corollary 2.7, we have

~ ~ 1
f0 <=0 < e’

1
V2(1 + 26)C(\, u)

This finishes the proof of the theorem. O

Wl
(ST

S_

U(v)s.

The iteration bounds for large- and small-update methods

From Theorem 2.10, after decreasing the parameter p to (1 —0)u with 0 < 8 < 1, we have

U(vy) < W(v) + 2(1019) (2\11(1;) +2/200(0) + n) . (4.10)

At the start of an outer iteration and just before updating of the parameter u, we have
U(v) < 7. Due to (4.10), the value of ¥(v) exceeds from the threshold 7 after updating
of . Therefore, we need to count how many inner iterations are required to return to the
situation where ¥(v) < 7. We denote the value of ¥(v) after the py-update as ¥q, the
subsequent values in the same outer iteration are denoted as ¥y, k =1,2,--- , K, where K
denotes the total number of inner iterations in the outer iteration. Hence, we have

0
< _ . .
Vo ST S (27+2\/2n7+n> (4.11)



KERNEL FUNCTION-BASED IPMs FOR P (x)-LCP 267

According to decrease of f(&) in Lemma 4.5, we have

\Ijk+1 S\Pkfﬁ(\pk)li’ya k:()v]-a"'va]-a (412)

_ 1 _ 2

Where /B = m, a,nd Y= 3
Lemma 4.6 (Lemma 14 in [23]). Suppose to,t1,...,tx be a sequence of positive numbers

such that
thr <tp — Bty 7, k=0,1,...,K —1,

where 8> 0 and 0 <y < 1. Then K < [%]

The following lemma provides an estimate for the number of inner iterations between
two successive barrier parameter updates, in terms of ¥y and C(\, u).

Lemma 4.7. One has
- 3V2(1 +2r)C(\, )

2
K Uy)s.
< 5 (Vo)

Proof. Using (4.12), and also applying Lemma 4.6, the result of the lemma follows. This

finishes the proof of the lemma. O
It is well known that the number of outer iterations is bounded above by §log 2 (cf. [33]

I1.17, page 116). Then, we get an upper bound for the total number of iterations, namely,

3¢9/2(1 +22;)C()\7u) (T+ 2(19—0) (QTHWM))glogZ, (4.13)

Remark 4.1. The parameters A and u will not improve the order of the theoretical com-
plexity of the algorithm due to the properties of C(\, ), but it will affect the practical
performance of the algorithm. See also the discussions in [29]. In theory, the bigger values
of v and the smaller values of A\ give the better complexity bound.

The following theorem provides the best iteration bound for large-update methods based
on the parametric kernel function ¥(t) is given by (1.1).

Theorem 4.8. For large-update methods, one takes for 6 a constant (independent on n),
namely 0 = O(1), and T = O(n). The iteration bound then becomes

(0] ((1 + 2/{)71% log g) ,

which improves the classical iteration bound with a factor ns.

Similar to the analysis in [2], the iteration bound for small-update methods is straight
and we leave it for the interested readers.

Theorem 4.9. For small-update methods, one takes for 6 = @(ﬁ) and T = O(1). The
iteration bound then becomes

0 ((1 + 2k)y/nlog g) )

which matches the currently best known iteration bound for small-update methods.
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Conclusions and remarks

In this paper, we presented a new parametric kernel function with a trigonometric barrier
term for the development of large- and small-update IPMs for P, (x)-LCPs. By utilizing the
feature of the parame’gric kernel function, we derived the iteration bounds for large-update
methods, O((1+42x)n3 log 2) and small-update methods, O((1+2x)y/nlog ), respectively.

Some interesting topics for further research remain. Firstly, the generalization of sym-
metric optimization [31] [35] [36], symmetric cone complementarity problems [13] [14] and
the Cartesian P.(x)-LCPs over symmetric cones [20] [21] [28] deserve to be investigated.
Secondly, numerical results may help us to compare the behavior of the algorithms proposed
in this paper with the existing methods.
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Appendix A. Proof of Lemma 2.4

Proof. Firstly, we consider two cases to prove (2.6).

Case 2.6.1: Let 0 <t < 1. In this case, 0 < h(t) < F, h”(t) > 0. It follows from (2.2)

that ¢”(¢t) > 1, for A > 0 and ¢ € (0,1).

Case 2.6.2: Let t > 1. Define

&) = %2 + 2Xsec? (h(t))p1 (t).
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We need to prove that when 0 < u < % and 0 < A < A(u), £(t) > 0 holds. Since h(t) €
(—mu,0] for all ¢ > 1, we have

£(t)=2Xsec?(h(t)) (2/\152s,e(132(h(t)) + R (t) tan(h(t)) + b’ (t)*(3tan?(h(t)) + 1))

o2 1 2m(u + 2u®) tan(ru) | 72 (u+ 2u?)’
>2Asec”(h(t)) (2)\752 sec?(mu) (t + 2u)® (t+2u)* )
sec?(h(t)) - wi(tu, ),

B sec?(mu)t?(t + 2u)
where
wi (t5u, A)
= (t 4 2u)* — Mr(u+ 2u®) sec®(ru) (4 tan(mu)t® (t + 2u)—2mu(l + 2u)t?) .
1(tu,\)

By solving wy(1;u,A) > 0 and %Th:l > 0 for i = 1,2,3, we can get the upper
bounds of A, denoted by Ay;(u) for ¢ = 0,1, 2, 3, respectively. Here

2
Arofu) := 27ruse(:2(7rS)E; ?::Iz(ﬂu) —mu)’ (5:1)
. (1 + 2u)?
Aulu) = musec?(mu)((3 + 4u) tan(ru) — w(u + 2u2))’ (52)
. 3(1 4+ 2u)
Aizlu) = musec(mu)((6 + 4u) tan(ru) — m(u 4 2u?))’ (5:3)
A1z(u) : ! (5.4)

~ Tusec? (7u) tan(mu)

From Lemma 2.3, we can infer that when A < min{A11(u), A12(u)}, £(t) > 0 holds.

Due to the fact that tan(z) > x for all > 0, one can easily verify that Ay;(u) > 0, for
i=0,1,2,3 and u > 0. To prove (2.6), we need to prove that A\(u) < min{A;1(u), A12(w)}
for 0 < u < %. We first prove that A(u) < A11(u) holds. One has

(14 2u)?

Alu) = A (u) = musec?(mu) ((3 + 4u) tan(mu) — m(u + 2u?)) (407m2u? — 127u + 12)

fl(u)a

where
fi(u) :=40m*u® — 127w + 12 — (1 4 2u) sec®(ru) ((3 + 4u) tan(mu) — 7(u + 2u?)) .
We can easily verify that the minimum value of fi(u) in (0, 5] is

1 4072 87 260V3
fi = 9

9 27

+ 12 =~ 4.8970 > 0,

3

which implies that A(u) < Aj1(u) holds for all 0 < w < 1. Similarly, we can prove that
AMu) < A12(u) holds for all 0 < u < §. This implies that (2.6) holds in this case. The two
cases together prove (2.6).

Then we consider three cases to prove (2.7). One has

" (t) + ¢/ (t) = 2t + 2Xsec®(mu) ((th"(t) + 1/ (t)) tan(h(t)) + th'(t)*(3tan®(h(t)) + 1)) .
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Case 2.7.1: Let ¢ > 1. Since A > 0, we have ¢'(t) > 0 and ¢"(t) > 0, therefore
ty" (t) + ¢’ (t) > 0 holds for this case.

Case 2.7.2: Let 2u < t < 1. Then th"(t) + h'(t) = %&t;_‘lu) > 0, therefore
ty" (t) + ¢'(t) > 0 also holds for this case.

Case 2.7.3: Let 0 < t < 2u. We have, by Lemma 2.2,

(th"(t) + K/ (t)) tan(h(t)) + th'(t)*(3tan’(h(t)) + 1))

m(u + 2u?)(£2 — 4u?) (u+ 2u2)* (12 — 4u?)

= 120 tan(h(t)) + 3t tan”(h(t)) 120! th'(t)

m(u + 2u?)(t? — 4u?) 4u (u+ 2u2)2(t2 — 4u?) o
> 120 tan(h(t)) + 3t tan(h(t)) S0+ 2u)nt (+ 207 + th'(¢)
_ m(u+ 2u?)t* tan(h(t)) )9
B (t + 2u)* ()
>0.

This implies that ¢y (t) +¢'(t) > 0, for all 0 < ¢ < 2u.

From three cases above we conclude that when 0 < u < % and 0 < A < A(u), (2.7) holds.

Next, we discuss two cases to prove that (2.8) holds.

Case 2.8.1: Let 0 < ¢t < 1. We have ¢/(t) < 0 and ¢ (t) > 0, therefore ¢3)”(¢t) —¢'(t) > 0
holds for this case.

Case 2.8.2: Let ¢ > 1. Due to the fact that th”(¢t) — h'(t) > 0 and tan(h(t)) €
(— tan(mu), 0], we have

t"(t) — ' (1)
==+ 2Xsec®(h(t)) ((th"(t) — W' (1)) tan(h(t)) + th'(t)*(3tan>(h(t)) + 1))

l\')ﬁl\?

Pl 2Asec?(h(t)) (—t tan(ru)h” (t) + tan(mu)R' (t) + th'(t)?)

o) sec? ~ 2m(u+ 2u?)t tan(mu) Com(ut 2u?) tan(ru) 72 (u + 2u2)2t)
At sec2 (t + 2u)® (t + 2u)® (t+2u)*

= 93 s0c? 2m(u+2uP)ttan(mu)  w(u+ 2u?) tan(mu) P (u+ 2u2)*t)
At sec2 (mu) (t + 2u)® (t + 2u)? (t + 2u)*

2 h(t))
_ sec?(h(t)) walts 1, ),
sec?(mu)t ( +2u)*
where
wa(t; u,A) ==

(t+2u)* — Am(u + 2u?) sec?(mu) (2 tan(ru)t(t + 2u) + tan(ru)t(t + 2u)? — 7(u + 2u®)t?) .

By solving wa(1;u,A) > 0 and %h 1> 0fori = 1,2,3, we can get the upper
bounds of A, denoted by Ag;(u) for i = 0,1, 2, 3, respectively. From Lemma 2.3, we can infer
that when A < min{Ag(u), A21(u)}, £(¢) > 0 holds, where

. 1+ 20
Ago(u) 1= musec?(ru) ((3 + 2u) tan(mu) — wu)7
Nr(a) i 4(1 + 2u)

musec?(mu) ((9 + 16u + 4u?) tan(mu) — 2w (u + 2u?))’

)

)
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Also we can find that Agg(u) > 0 and Azi(u) > 0 for v > 0. Now we prove that for all
0 <u <%, AMu) < Ag(u) holds. One has

(1+2u)?
musec?(mu) ((3 + 2u) tan(mu) — wu) (40m2u? — 127w + 12)

Ago(u) — Au) = fa(u),

where
fa(u) = 40m%u? — 127u + 12 — (1 + 2u) sec®(7u) ((3 + 2u) tan(7u) — 7u) .
We can easily verify that the minimum value of f>(u) in (0, %] is

1\ 4
1 (3) = 50107 — 47 — 55/3) + 12 ~ 7.9408 > 0,

which implies that A(u) < Ago(u) holds for all 0 < w < 1. Similarly, we can prove that
A(u) < Az1(u) holds for all 0 < u < . This implies that (2.8) holds in this case. The two
cases together prove (2.8).

Next, we consider three cases to prove that (2.9) holds. One has

W (t) = ?:23 + 2Xsec(h(t))pa(t) = —2sec? (h(1))C(#), (5.5)

where

¢(t) == W — Apa(t).

Case 2.9.1: Let 0 < ¢ < 1. In this situation, we have tan(h(t)) > 0, together with
R'(t) <0, R (t) > 0and A" (t) < 0, one can easily prove that {(¢) > 0. Therefore (2.9) holds
for this case.

We first assume that v > 1 while discussing Case 2.9.2 and Case 2.9.3 (that is t > 1).

4

Case 2.9.2: Let 1 < ¢ < %%, Then —F < h(t) <0, —1 < tan(h(t)) < 0. We have

C(t)> % + M(=3K ()" (t) + 20K (t)® + B (1))

_ 1 [(20nut 202)°  6mu(l+2u)  6r2u’(1+2u)’
213 (t + 2u)® (t +2u)* (t + 2u)®
1

=—w3(t;u, N,
23 (t + 2u)° 3 )

where

ws(t;u, \)

= (t+2u)® — 47 (u + 2u?) (10#2(11 + 2u2)2t3 + 383 (t + 2u)® — 3m(u + 2u?)3 (¢ + 2u)) .
By solving w3 (1;u, A) > 0 and Wh:l >0 forz=1,...,5, we can get the upper
bounds of A, denoted by As;(u) for ¢ = 0,1,...,5, respectively. From Lemma 2.3, we can
infer that when A < Agp(u), ¢(t) > 0 holds, where

(14 2u)®

A = .
30(4) = 05 1922 1 1omu
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It should be pointed out that Aszg(u) actually is A(u). Therefore (2.9) holds for this case.

Case 2.9.3: Let t > ;%% Then — tan(ru) < tan(h(t)) < —1. We have

C(t)> o

~ 3 sec?(mu)
_ 1 Y 473 (u + 2u2)3 tan(mu)(3tan?(7u) + 2)
 t3sec?(mu) (t +2u)°
+67ru(1 + 2u) tan(ru) 24770 (1 + 2u)?

(t +2u)* (t + 2u)°

“A (12h’(t)h”(t) — dtan(ru)(3tan?(mu) + 2B (1) — (1) tan(m))

1
= W4 (t; U, )‘)7
t3sec?(mu)(t + 2u)

where

wa(t;u, N) := (t + 2u)8 — A sec?(wu) (47r2 tan(mu)(3tan?(7u) 4 2)(u + 2u2)3t3

+6 tan(ru) (u + 2u2)E3 (¢ + 2u)? — 247 (u + 2u2) 3 (t + 2u)) .

By solving wy (2% ;u,A) > 0 and W|4621 >0 fori=1,...,5, we can get the
upper bounds of A\, denoted by A4;(u) for i =0,1,...,5, respectively. From Lemma 2.3, we

can infer that A < Ago(uw), ¢(¢t) > 0 holds, where

)\40(11,) :
128(1 + 2u)”

277 sec?(mu) (7r2(4u — 1)°(3tan?(u) + 2) tan(ru) + 24(4u — 1) tan(ru) — 247 (4u — 1)2> .

It follows from (5.5) that ¥”(t) < 0. Also we can find that Ago(u) > 0 for all ; < u <
For any u € (%, ], we have tan(ru) € (1,V/3]. Then

1
3

32(1 + 2u)®
Ago(u) > 5
27 (4u — 1) (11\/§7T2(4u — 1) + 24v/3 — 24 (du — 1))
- (1+2u)®

T r(du—1) (11\/§W2(4u —1)? 4 24v/3 — 24 (du — 1)) '
Let
f3(u) := 4u(107%u? — 3mu + 3) — (4u — 1) (11\/?;772(4u —1)% +24V3 — 247 (4u — 1)) .
We can easily verify that the minimum value of f3(u) in (§, 3] is

1 40 — 11v/3)m2 4
fs (3) :%+§+4—8\/§m1.9895>0.
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This implies that f3(u) > 0 for u € (3, 3]. Hence, we have
Aru(10m2u? — 3mu + 3) > m(du — 1) (11\/§7r2(4u — 1) 4 24V/3 — 24 (du — 1)) .

Furthermore, we can conclude that Ayo(u) > A(u), which implies that (2.9) holds in this
case.
Now we come to the situation that 0 < u < i. For any ¢ > 1, we have

_g < —mu<h(t) <0, —1<tan(h(t)) <0,

the proof of (2.9) in this situation is similar to the proof in Case 2.9.2.
From the above discussions, the proof of the lemma is finished. O

Appendix B. Proof of Lemma 2.9

Proof. Let
v(t) := —log(t) + Atan?(h(t)), 0<u < %, 0 <A< Au).
Then
t2—1
9() = " o),
and

P(BE) — () = 5 (8%~ 1 + v(B) — o).

As 8 > 1, to prove the lemma, it is sufficient to show that the function v(t) is a decreasing
function. For this purpose, we have

V' (t)= —% + 21/ (t) tan(h(t)) sec? (h(t))

_ 1 207 (u + 2u?) n soc?
=TT aram? tan(h(t)) sec”(h(t)).

If 0 < t <1, then tan(h(t)) > 0, so v/(t) < 0.
If ¢t > 1, using the fact that — tan(wu) < tan(h(t)) < 0, we have

1 N 207 (u + 2u?)
t (t +2u)®
1
=——Sws(t;u, N,
t(t + 2u)® 5 )

()< — tan(mu) sec? (mu)

where
ws(t;u, ) == (t + 2u)? — 2\ (u + 2u?) tan(mu) sec® (mu)t.

Since 0 < A < A(u), we have

ws(L;u, \) > (1 + 2u)? — 2\ (u) (u + 2u?) tan(mu) sec? (Tu)

B (1+2u)®
" 2(107%u2 — 37w + 3) faw),
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where
fa(u) == 2(107%u? — 37u + 3) — (1 4 2u)? tan(7u) sec? (7).

1

We can easily verify that the minimum value of f4(u) in (0, 3

|is

1\  20m% — 1003
a (3) :%+6—2wz2.4043>0,

which implies that ws(1;u,A) > 0, for all w € (0,%]. Similarly, we can deduce that

’ 3
%f”\)\tﬁ > 0 for all u € (0, %] From Lemma 2.3, we can easily verify that ws(¢; u, A) > 0

for all 0 <u < § and 0 < A < A(u), which implies that v/(t) < 0 for ¢ > 1. This finishes the
proof of the lemma. O

Appendix C. Proof of Lemma 4.2

Proof. Let p(s) be the inverse function of —31/(¢). Then
1
—t+ T 2AR/ (t) tan(h(t)) sec? (h(t)) = 2s.

For all ¢ € (0, 1], we have

2 _ 1 1 . (t+QU)2 1 (14 2u)s
tan(h(t)) sec(h(t)) = VIO (2s—|—t— t) = Samu(l 1 2u) (23—|—t— t) < B v

Hence, putting t = p ((1 + \/1172&) 5), we have —¢/(t) = 2 (1 + \/1172&) 0 < 46. Then

A1+ 2u)d A1+ 20)\ P .
3 < sec? g — < ——— .
tan®(h(t)) < tan(h(t))sec(h(t)) < py— = tan(h(t)) < ( gy g
We have, by Lemma 2.2,
L tan(h(t) > ——% | g<t<1
o 37(1+ 2u)t =

This means that

% < %22“) (1+tan(h(t), 0<t<1.

Note that 1 (t) = 2Tt < Z0A20 and 1'(1)? = ”2?;(122)22‘ E om0 forall 0 < <
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1. We have
a>__ L
(1 +26)9"(1)
1 1
C(L426) 14 & + 2xsec?(h(2)) (R (t) tan(h(t)) + B (t)*(3tan2(h(t)) + 1))
1 1

(1426) 14 & + 2207 (t) tan(h(t)) sec(h(t)) + 2R/ () (3tan?(h(t)) sec2(h(t)) + sec2(h(t)))

2

1 972(1 + 2u)® A1+ 2u)\?
> 1 14 (2 s
~(1+2k) ( * 16u? * < AU >

+2)\h”(t)4(1;_72u)5 + 2R/ (t)? <3<4(1+2“)> 55% + <4(1+2“)> 55% + 1>>

g ATTU ATTU

1 2
1 972(1 + 2u)* 4(142u)\? 1
> 1 1 — 7 :
(14 2k) ( * 16u? * ( ATy o

L2+ 20)% A (1 +2u)” (3(4(1”“))%5‘3‘ N (M)Sa H))l

u3 8u? AT AU

Furthermore, we have, by Corollary 2.7 (i.e., 26 > /¥ (v) > 1),

dz% ((25)3‘ 302 ((25)g + (4(1+2u)>35;(25);> + 2(12%)26(25);

(1+2k 16u? AT 3
4 2 -1
M2 (1 + 2u)? 414 2u)\ 3 1 4142u)\3 2, .2 4
- @7 E 3 2 3
+ 8u? 3( AU ) 0% +< AT ) 03(20)" +(20)
Let
s 972(1 + 2u)” 2(1+2u)\ ¥ ’ (1+ 2u)®
Au)i=28 (14 T2 (g (222 AL
O u) * 16u? ( * ( ATy > > L
Ar2(1+20)? (/20 +20)\3  /201+2u0))?
_ 1 . .
+ 8u? 3( AU > + ( Amu ) + (56)
Then
B 1
a > T-
(14+2K)C(A,u)ds
This finishes the proof of the lemma. O
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