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the formulation of singularities in finite time. Yan, Li and Zhang [17] studied the local
well-posedness of the Novikov equation in the Besov spaces. In [16], the authors established
the global existence of strong solutions to the weakly dissipative Novikov equation.

By comparison with the b-equation [3]:

ut − uxxt + (b+ 1)uux − buxuxx − uuxxx = 0, (x, t) ∈ (0, 1)× (0, T ), (1.3)

it is clear that Eqs.(1.1) has nonlinear terms that are cubic, rather than quadratic of b-
equation. Moreover, by taking b = 2 and b = 3 in Eqs.(1.3), respectively, we obtain the
famous Camassa-Holm equation and the Degasperis-Procesi equation, which attracted many
researches in the area of partial differential equations. For example, in [13], Tian, Shen and
Ding studied the optimal control of the viscous Camassa-Holm equation, and in [10], Shen,
Gao and Tian considered the control problem of the viscous generalized Camassa-Holm
equation. Tian, Shi and Liu [14] studied the boundary control to viscosity Degasperis-
Procesi equation. Olivier [9] proved the controllability and asymptotic stabilization of the
Camassa-Holm equation, and in [11], Shen and Gao considered the optimal control problem
to the viscous weakly dispersive Degasperis-Procesi equation.

From a physical point of view, the nonlinear shallow water wave equations have already
been widely applied to some important research fields in physics and engineering. For
instance, these equations can be utilized to model the gravity wave in some bounded domain
(typically, the surface wave in a man-made pool), and the Rossby and Kelvin waves in the
lakes, rivers, oceans and atmosphere. It is worth mentioning that the nonlinear dispersive
equations can also be employed in the studying of coastal engineering, wherein the most
attractive aspect of this field is to generate the long water waves in laboratories by choosing
an effective control strategy. One of the most interesting things that attracts our attention is
that the shallow water wave equations mentioned above are closely related to the modelling
of the tsunami waves (such as the Indian ocean tsunami happened in 2004). In recent years,
people pay much attention to realize the operation mechanism of prototype tsunami in the
laboratory (e.g., in the water channel or the swimming pool), and hope to find a really
efficient control mechanism to generate expected long water waves in the man-made pool.
Naturally, in the course of these researches, an optimization problem need to be considered,
that is,

Question: How can we generate the exact waves on the water by the hydraulic efficiency
servo-system or the other electric engines in an ‘optimal way’ such that the man-made water
waves are close to the expected waves as far as possible?

To the best of our knowledge, it seems that the study of the viscous Novikov equation
from the point of view of control theory is a completely open field, especially the optimal
control problem. Due to the research interests and being inspired by the previous papers,
we are mainly concerned with the ‘Optimality Problem’ research field mentioned above, the
purpose of this paper is to study the optimal distributed control problems involving the
following viscous modified Novikov equation

ut − uxxt + (b+ 1)u2ux − buuxuxx − u2uxxx − β(u− uxx)xx = 0,

(x, t) ∈ (0, 1)× (0, T ), (1.4)

where β(u − uxx)xx is the viscous item and β > 0 is a real constant. More precisely, the
optimal control problem considered in this paper can be stated as follows:

min
ω∈U

{
J(y, ω) =

1

2
∥Cy − zd∥2H +

δ

2
∥ω∥2U

}
,
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subject to 
yt − βyxx + u2yx + byuux = Bω, (x, t) ∈ (0, 1)× (0, T ),

y(x, 0) = u(x, 0)− uxx(x, 0) = ϕ, x ∈ (0, 1),

u(t)|x=0,1 = ux(t)|x=0,1 = uxx(t)|x=0,1 = 0, t ∈ (0, T ).

(1.5)

where the time T > 0 is given, y = u − uxx, ϕ ∈ H, H and U are two Hilbert spaces,
which are equipped with the norm ∥ · ∥H and ∥ · ∥U , ω is the control and B is the control
operator. The first term in cost functional measures the physical objective, the second one is
the size of the control, where δ > 0 plays the role of a weight. Our aim is to adjust the body
force ω so that the state variable of the system can be driven to a given desired state zd as
much as possible without using too much energy and work, where ω is a distributed control
belonging to the Hilbert space U . Moreover, we prove the existence of optimal control for
the controlled system, and establish a necessary optimality condition corresponding to the
distributive value observation. Finally, an illustrative example is also provided.

Notations. Let T > 0, Ω = (0, 1). Denote by H = L2(0, 1) the usual Lebesgue function

space equipped with the norm ∥y∥H = (
∫ 1

0
|y|2dx)1/2, and the corresponding inner product

is defined by (·, ·). The space V = H1
0 (0, 1) is the closure of C∞

0 (0, 1) in H1(0, 1) with the
norm ∥y∥V =(∥y∥2H + ∥yx∥2H)1/2. V ∗ = H−1(0, 1) and H∗ = L2(0, 1) are dual spaces of V
and H respectively. It is well known that V is dense in H and V ↪→ H = H∗ ↪→ V ∗.

Define ∥u∥Hm(Ω) = ∥Dmu∥H , where Dm = ∂m/∂xm,m = 0, 1, 2, . . .. A new space
W (0, T ;V ) is introduced as W (0, T ;V ) = {y|y ∈ L2(0, T ;V ), yt ∈ L2(0, T ;V ∗)}, which is a
Hilbert space endowed with the norm

∥y∥W (0,T ;V ) = (∥y∥2L2(0,T ;V ) + ∥yt∥2L2(0,T ;V ∗))
1
2 .

Furthermore, we write L2(V ), C(H), L2(L∞) and W (V ) in place of L2(0, T ;V ), C(0, T ;H),
L2(0, T ;L∞) and W (0, T ;V ).

The plan of the remaining sections is as follows: Section 2 is devoted to the well-posedness
of Eqs.(1.1) and the estimate for the norm of weak solution by initial data. In Section 3,
we prove that the controlled system admits a optimal control, and show that the data-to-
solution mapping is Gâteaux differentiable. In section 4, a necessary condition for optimality
is established. In the last section, we give an illustrative example.

2 Existence and Uniqueness of the Weak Solution

In this section, we first study the initial/boundary-value problem for the viscous modified
Novikov equation without the control item,

ut − uxxt + (b+ 1)u2ux − buuxuxx − u2uxxx − β(u− uxx)xx = f,

(x, t) ∈ Ω× (0, T ),

u(x, 0) = u0(x), x ∈ Ω,

u(t)|x=0,1 = ux(t)|x=0,1 = uxx(t)|x=0,1 = 0, t ∈ (0, T ).

(2.1)

By setting y = u − uxx, then Eqs.(2.1) takes the form of a quasi-linear evolution equation
of parabolic type:

yt − βyxx + u2yx + byuux = f, (x, t) ∈ Ω× (0, T ),

y(x, 0) = u(x, 0)− uxx(x, 0) = ϕ, x ∈ Ω,

u(t)|x=0,1 = ux(t)|x=0,1 = uxx(t)|x=0,1 = 0, t ∈ (0, T ),

(2.2)
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where b, β ∈ R, β > 0, ϕ ∈ H, andf ∈ L2(V ∗).

In order to prove the existence of weak solution to the viscous modified Novikov equation,
we give the definition of the weak solution in the space W (V ).

Definition 2.1. A function y(x, t) ∈W (V ) is called a weak solution of Eqs.(2.2), if

d

dt
(y, φ) + β(yx, φx) + (u2yx, φ) + b(yuux, φ) = ⟨f, φ⟩V ∗,V ,

for all φ ∈ V in the sense of D ′(0, T ), and y(x, 0) = φ ∈ H is valid.

Theorem 2.1. Let ϕ ∈ H, f ∈ L2(V ∗), then there exists a unique weak solution to the
Eqs.(2.2) in the interval [0,T]. Moreover, the solution mapping {ϕ, f} → y is continuous.

Proof. We choose {ωj}j∈N in V as the eigenfunctions of the Laplacian operator with one
dimension subject to the Dirichlet boundary condition{

− ∂2x ωj = λj ωj ,

ωj |∂Ω = 0.

We also normalize ωj such that ∥ωj∥H = 1. From the elliptic operator theory [2], {ωj}j∈N

forms base functions in V . Now, we will use the Faedo − Garlekin method [6] to find the
approximate solutions.

Let m be a given positive integer, define the ansatz space [11] by

Vm = span{ω1, ω2, . . . , ωm} ⊆ V,

and set

ym =

m∑
i=1

gmi (t)ωi(x) .

Performing the Garlekin procedure to the Eqs.(2.2), we have
ymt − βymxx + u2mymx + bymumumx = f,

ym(x, 0) = ϕm(x) ∈ H,

um(t)|x=0,1 = um,x(t)|x=0,1 = um,xx(t)|x=0,1 = 0,

(2.3)

where ym = um − umxx, and ϕm → ϕ strongly in H.

Thus (2.3) is reduced to the initial value problem for a system of nonlinear first-order
ordinary differential equations (ODE). By applying the theory of ODE [2], we deduce that
there is a time tm > 0 such that Eqs.(2.3) admits a unique local solution in [0, tm].

Now, we prove the existence of weak solution by analyzing the limiting behavior of ym
and um, which implies that the solution is uniformly bounded as tm → T .

Multiplying the first equation of Eqs.(2.3) by um, and integrating with respect to x on
Ω, we get

1

2

d

dt
(∥um∥2H + ∥um∥2V ) + β(∥um∥2V + ∥um∥2H2)

= b

∫ 1

0

u2mumxumxxdx+

∫ 1

0

u3mumxxxdx+ ⟨f, um⟩V ∗,V . (2.4)
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By integrating by parts, we discover∫ 1

0

u3mumxxxdx = −3

∫ 1

0

u2mumxumxxdx. (2.5)

Since f ∈ L2(V ∗), we can assume that

∥f∥V ∗ ≤ C1, (2.6)

where C1 is a positive constant.
By Sobolev embedding theorem [2], we have∫ 1

0

u2mumxumxxdx ≤ ∥um∥2L∞∥umx∥H∥umxx∥H ≤ k2∥um∥3V ∥um∥H2 , (2.7)

where k > 0 is a real number, which depends only on Ω. It follows from (2.4)− (2.7) that

1

2

d

dt

(
∥um∥2H + ∥um∥2V

)
+ β

(
∥um∥2V + ∥um∥2H2

)
≤ |b− 3|

∣∣∣∣∣
∫ 1

0

u2mumxumxxdx

∣∣∣∣∣+ ⟨f, um⟩V ∗,V

≤ k2|b− 3|∥um∥3V ∥um∥H2 + ∥f∥V ∗∥um∥V
≤ k4(b− 3)2

β
∥um∥6V + β∥um∥2H2 +

1

β
∥f∥2V ∗ + β∥um∥2V

≤ C2
1

β
+ β

(
∥um∥2H2 + ∥um∥2V

)
+
k4(b− 3)2

β
∥um∥6V

≤ C2
1

β
+ β

(
∥um∥2H2 + ∥um∥2V

)
+
k4(b− 3)2

β

(
∥um∥2V + ∥um∥2H

)3
.

So,

1

2

d

dt

(
∥um∥2H + ∥um∥2V

)
≤ C2

1

β
+
k4(b− 3)2

β

(
∥um∥2V + ∥um∥2H

)3
. (2.8)

By setting

h(t) = ∥um∥2H + ∥um∥2V ,

since h(t) ≥ 0, we first multiply both sides of the inequality in (2.8) by h(t), and then use
Young inequality [2] to obtain

1

4

d

dt
h2(t) ≤ C2

1

β
h(t) +

k4(b− 3)2

β
h4(t)

≤

(
k4(b− 3)2

β

)−1/3(
C2

1

β

)4/3

+
2k4(b− 3)2

β
h4(t)

≤ C2

(
1 + h4(t)

)
, (2.9)

where

C2 = max

{(
k4(b− 3)2

β

)−1/3(
C2

1

β

)4/3

,
2k4(b− 3)2

β

}
.
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Then, integrating both sides of (2.9) from 0 to T , we get

h2(t) ≤ tan
{
4C2T + arctan

(
∥um(0)∥2H + ∥um(0)∥2V

)}
≤ C4

3 , (2.10)

where C3 ≥ 0 is a constant.
From the above analysis, we obtain ∥um∥H ≤ C3, ∥um∥V ≤ C3, for ∀t ∈ [0, T ].
Multiplying the first equation of Eqs.(2.3) by −umxx, and integrating with respect to x

on Ω, we get

1

2

d

dt

(
∥um∥2V + ∥um∥2H2

)
+ β

(
∥um∥2H2 + ∥um∥2H3

)
= −⟨f, umxx⟩V ∗,V + (b+ 1)

∫ 1

0

u2mumxumxxdx

− b

∫ 1

0

u2mxxumxumdx−
∫ 1

0

u2mumxxxumxxdx. (2.11)

By using integration by parts, we discover∫ 1

0

u2mumxxxumxxdx = −
∫ 1

0

u2mxxumxumdx. (2.12)

Due to the Sobolev embedding theorem and Poincaré inequality [2], we deduce that∫ 1

0

u2mumxumxxdx ≤ ∥um∥2L∞

∫ 1

0

|umxumxx|dx

≤ k2∥um∥2V ∥umx∥H∥umxx∥H
≤ k2

2
∥um∥2V

(
∥umx∥2H + ∥umxx∥2H

)
≤ k2

2
∥um∥2V

(
η2∥umxx∥2H + ∥umxx∥2H

)
≤ k2(η2 + 1)

2
∥um∥2V ∥um∥2H2

≤ k2(η2 + 1)C2
3

2
∥um∥2H2 , (2.13)

and ∫ 1

0

u2mumxxxumxxdx ≤ ∥um∥2L∞

∫ 1

0

|umxxxumxx|dx

≤ k2∥um∥2V ∥umxxx∥H∥umxx∥H
≤ k2C2

3∥um∥H2∥um∥H3 , (2.14)

where η > 0 is the Poincaré constant, which is a real number which depends only on Ω [2].
It follows from (2.11)− (2.14) and Young inequality that

1

2

d

dt

(
∥um∥2V + ∥um∥2H2

)
+ β

(
∥um∥2H2 + ∥um∥2H3

)
≤ |b− 1|

∣∣∣∣ ∫ 1

0

u2mumxxxumxxdx

∣∣∣∣+ |b+ 1|
∣∣∣∣ ∫ 1

0

u2mumxumxxdx

∣∣∣∣+ ∥f∥V ∗∥umxx∥V

≤ |b− 1|k2C2
3∥um∥H2∥um∥H3 +

1

2
|b+ 1|k2(η2 + 1)C2

3∥um∥2H2 + ∥f∥V ∗∥um∥H3

≤ 2

β
|b− 1|2k4C4

3∥um∥2H2 +
β

2
∥um∥2H3 +

1

2
|b+ 1|k2(η2 + 1)C2

3∥um∥2H2
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+
2

β
∥f∥2V ∗ +

β

2
∥um∥2H3

≤
(
2

β
|b− 1|2k4C4

3 +
1

2
|b+ 1|k2(η2 + 1)C2

3

)
∥um∥2H2 +

2

β
∥f∥2V ∗

+ β(∥um∥2H2 + ∥um∥2H3)

≤ C4(∥um∥2V + ∥um∥2H2) + β(∥um∥2H2 + ∥um∥2H3) +
2C2

1

β
, (2.15)

where C4 = 2
β |b− 1|2k4C4

3 + 1
2 |b+ 1|k2(η2 + 1)C2

3 . Then, form (2.15) we obtain

1

2

d

dt

(
∥um∥2V + ∥um∥2H2

)
≤ C4

(
∥um∥2V + ∥um∥2H2

)
+

2

β
C2

1 . (2.16)

By applying Gronwall inequality [2] to (2.16), we obtain

∥um∥2V + ∥um∥2H2 ≤ C2
5 , where C5 ≥ 0.

Multiplying the first equation of Eqs.(2.3) by ym, and integrating with respect to x on
Ω, we get

1

2

d

dt
∥ym∥2H + β∥ym∥2V = ⟨f, ym⟩V ∗,V − b

∫ 1

0

y2mumumxdx−
∫ 1

0

u2mymxymdx. (2.17)

By integrating by parts, we discover∫ 1

0

y2mumumxdx = −
∫ 1

0

u2mymxymdx. (2.18)

Due to the Sobolev embedding theorem, we deduce that∫ 1

0

y2mumumxdx ≤ ∥um∥L∞∥umx∥L∞

∫ 1

0

y2mdx

≤ k2∥um∥V ∥um∥H2∥ym∥2H
≤ k2C3C5∥ym∥2H . (2.19)

From (2.17)− (2.19), we get

1

2

d

dt
∥ym∥2H + β∥ym∥2V ≤ ∥f∥V ∗∥ym∥V + |b− 1|

∫ 1

0

|y2mumumx|dx

≤ ∥f∥V ∗∥ym∥V + |b− 1|k2C3C5∥ym∥2H
≤ 2

β
C2

1 +
β

2
∥ym∥2V + |b− 1|k2C3C5∥ym∥2H .

Thus, we have

1

2

d

dt
∥ym∥2H ≤ 1

2

d

dt
∥ym∥2H +

β

2
∥ym∥2V ≤ 2C2

1

β
+ |b− 1|k2C3C5∥ym∥2H . (2.20)

By using Gronwall inequality, there exists C6 ≥ 0, such that

∥ym∥2H ≤ C2
6 .
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Integrating both sides of (2.20) from 0 to t, we obtain

1

2
∥ym∥2H +

β

2

∫ t

0

∥ym∥2V ds ≤
2TC2

1

β
+ T |b− 1|k2C3C5C

2
6 +

1

2
∥ϕ∥2H .

Hence,

∥ym∥2L2(V ) ≤
2

β

(
2TC2

1

β
+ T |b− 1|k2C3C5C

2
6 +

1

2
∥ϕ∥2H

)
, C7. (2.21)

Next, we prove the uniform boundness of the sequence {ymt}. By Eqs.(2.3) and Sobolev
embedding theorem, we obtain

∥ymt∥V ∗ = sup
∥ν∥V =1

⟨ymt, ν⟩V ∗,V

≤ sup
∥ν∥V =1

|⟨f + βymxx − u2mymx − bymumumx, ν⟩V ∗,V |

≤ ∥f∥V ∗ + β∥ym∥V + k2C2
3C6 + |b|k2C2

3∥ym∥V
≤ C1 + k2C2

3C6 +
(
β + |b|k2C2

3

)
∥ym∥V .

Then, by using Schwarz inequality [2], we obtain

∥ymt∥2V ∗ ≤ 3C2
1 + 3k4C4

3C
2
6 + 3

(
β + |b|k2C2

3

)2
∥ym∥2V .

By performing integration on the interval [0, T ], we deduce that

∥ymt∥2L2(V ∗) ≤ 3TC2
1 + 3Tk4C4

3C
2
6 + 3

(
β + |b|k2C2

3

)2
∥ym∥2L2(V )

≤ 3TC2
1 + 3Tk4C4

3C
2
6 + 3C7

(
β + |b|k2C2

3

)2
. (2.22)

Thus, for a given T , the approximate solutions {ym}m∈N is uniformly bounded in W (V ).
Then we can conclude there exists a subsequence, again denoted by {ym}, such that

ym → y weakly in L2(V ),

ymt → yt weakly in L2(V ∗),

ym → y weakly star L∞(H),

ymxx → yxx weakly in L2(V ∗).

(2.23)

In order to verify that y is a weak solution to Eqs.(2.2), from (2.23), it remains to verify
the convergence of the nonlinear terms. By Aubin compactness theorem [1] and (2.23), we
get

ym → y strongly in L2(H). (2.24)

Since the space W (V ) is compactly imbedded into C(H) [6], we have

ym → y strongly in C(H). (2.25)

Similar results can be obtained for the sequences um, umx and umxx. Moreover, from [15],
it can be shown that

ym → y strongly in L2(L∞). (2.26)
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From (2.24)− (2.26), for each φ ∈ L2(V ), we have∫ T

0

∫ 1

0

(
u2mymx − u2yx

)
φdxdt

≤

∣∣∣∣∣
∫ T

0

∫ 1

0

(
u2mymx − u2myx

)
φdxdt

∣∣∣∣∣+
∣∣∣∣∣
∫ T

0

∫ 1

0

(
u2myx − u2yx

)
φdxdt

∣∣∣∣∣
≤
∫ T

0

∥um∥2L∞∥ym − y∥H∥φ∥V dt+
∫ T

0

∥u2m − u2∥L∞∥y∥H∥φ∥V dt

≤ k2C2
3∥ym − y∥L2(H)∥φ∥L2(V ) + ∥y∥C(H)∥u2m − u2∥L2(L∞)∥φ∥L2(V )

−→ 0, m→ ∞, (2.27)

and ∫ T

0

∫ 1

0

(
ymumumx − yuux

)
φdxdt

≤
∣∣∣∣ ∫ T

0

∫ 1

0

(
ymumumx − ymumux

)
φdxdt

∣∣∣∣+ ∣∣∣∣ ∫ T

0

∫ 1

0

(
ymumux − ymuux

)
φdxdt

∣∣∣∣
+

∣∣∣∣ ∫ T

0

∫ 1

0

(
ymuux − yuux

)
φdxdt

∣∣∣∣
≤
∫ T

0

∥ym∥L∞∥um∥L∞∥um − u∥H∥φ∥V dt+
∫ T

0

∥ym∥L∞∥um − u∥L∞∥u∥H∥φ∥V dt

+
1

2

∫ T

0

∥ym − y∥L∞∥u∥2H∥φ∥V dt

≤ kC3∥um − u∥C(H)

∫ T

0

∥ym∥L∞∥φ∥V dt+ k

∫ T

0

∥ym∥L∞∥um − u∥V ∥u∥H∥φ∥V dt

+
1

2
∥u∥2C(H)∥ym − y∥L2(L∞)∥φ∥L2(V )

≤ kC3∥um − u∥C(H)∥ym∥L2(L∞)∥φ∥L2(V ) + ηk∥u∥C(H)∥umx − ux∥C(H)

· ∥ym∥L2(L∞)∥φ∥L2(V ) +
1

2
∥u∥2C(H)∥ym − y∥L2(L∞)∥φ∥L2(V )

−→ 0, m→ ∞. (2.28)

On the other hand, from (2.23), we have ym(0) → y(0) strongly in H. So, by the uniqueness
of the limit, we obtain

y(x, 0) = ϕ. (2.29)

Therefore, the function y is a weak solution of Eqs.(2.2).
Now, it remains to prove the uniqueness. Let y1, y2 be two solutions of Eqs.(2.2), and

denote y = y1 − y2, u = u1 − u2, then u satisfies

ut − uxxt − β(u− uxx)xx = u21u1xxx − u22u2xxx − (b+ 1)(u21u1x − u22u2x)

+b(u1u1xu1xx − u2u2xu2xx), (2.30)

and u(x, 0) = 0. Multiplying (2.30) by u, then integrating with respect to x on Ω, we get

1

2

d

dt

(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
=

∫ 1

0

(
u21u1xxx − u22u2xxx

)
udx− (b+ 1)

∫ 1

0

(
u21u1x − u22u2x

)
udx
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+ b

∫ 1

0

(
u1u1xu1xx − u2u2xu2xx

)
udx. (2.31)

Multiplying Eqs.(2.31) by u, and use the same technique as that used in the proof of the
existence, we deduce that there exist M1, M2, M3 ≥ 0, such that

1

2

d

dt

(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
≤M1∥u∥H∥u∥V +M2∥u∥V ∥u∥H2 +M3∥u∥H∥u∥H2 ,

then, it follows from Young inequality that

1

2

d

dt

(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
≤ M2

1 + 2M2
3

β
∥u∥2H +

2M2
2

β
∥u∥2V + β

(
∥u∥2V + ∥u∥2H2

)
≤ max

{
M2

1 + 2M2
3

β
,
2M2

2

β

}(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
,M4

(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
. (2.32)

By using the Gronwall inequality, we get

∥u∥2H + ∥u∥2V ≤ e2M4T
(
∥u(0)∥2V + ∥u(0)∥2H2

)
≡ 0,

i.e., u ≡ 0, and we have proved the uniqueness of the weak solution.
Finally, the continuity of the mapping from {ϕ, f} to the weak solution y(t, x) is an

immediate consequence of the inequality (2.32). Thus the proof is completed.

In the following, we shall establish the inequality for the norm of weak solution with
initial datas, which is necessary in discussing the existence of optimal control.

Theorem 2.2. Let ϕ ∈ H, f ∈ L2(V ∗), then there exist constants L1, L2 ≥ 0, such that

∥y∥2W (V ) ≤ L1 + L2

(
∥f∥2L2(V ∗) + ∥ϕ∥2H

)
.

Proof. Multiplying the first equation of Eqs.(2.2) by u, and integrating over Ω, we obtain

1

2

d

dt

(
∥u∥2H + ∥u∥2V

)
+ β

(
∥u∥2V + ∥u∥2H2

)
= b

∫ 1

0

u2uxuxxdx

+

∫ 1

0

u3uxxxdx+ ⟨f, u⟩V ∗,V .

As we did in the proof of Theorem 2.1, we can get the estimates: ∥u∥H ≤ C3, ∥u∥V ≤ C3,
where C3 is a constant as same as in Theorem 2.1. Similarly, we obtain ∥u∥H2 ≤ C5, where
C5 ≥ 0 is a constant the same as in Theorem 2.1.

Again, multiplying the first equation of Eqs.(2.2) by y and integrating over Ω yields

1

2

d

dt
∥y∥2H + β∥y∥2V = ⟨f, y⟩V ∗,V − (b− 1)

∫ 1

0

y2uuxdx. (2.33)

Then, by Young inequality and Sobolev embedding theorem, we have

1

2

d

dt
∥y∥2H + β∥y∥2V ≤ 2

β
∥f∥2V ∗ +

β

2
∥y∥2V + k2|b− 1|C3C5∥y∥2H . (2.34)
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So, from (2.34), we get

1

2

d

dt
∥y∥2H +

β

2
∥y∥2V ≤ 2

β
∥f∥2V ∗ + k2|b− 1|C3C5∥y∥2H , (2.35)

then, Gronwall inequality and (2.35) imply that

∥y∥2H ≤ exp
(
2k2|b− 1|C3C5T

)(
∥ϕ∥2H +

4

β
∥f∥2L2(V ∗)

)
≤ max

{
1,

4

β

}
exp

(
2k2|b− 1|C3C5T

)(
∥ϕ∥2H + ∥f∥2L2(V ∗)

)
, C8

(
∥ϕ∥2H + ∥f∥2L2(V ∗)

)
. (2.36)

Integrating both sides of (2.35) on [0, T ], we obtain

∥y∥2H + β∥y∥2L2(V ) ≤ 4

β
∥f∥2L2(V ∗) + 2k2|b− 1|C3C5C8T

(
∥ϕ∥2H + ∥f∥2L2(V ∗)

)
+ ∥ϕ∥2H

≤
(
1 +

4

β
+ 2k2|b− 1|C3C5C8T

)(
∥f∥2L2(V ∗) + ∥ϕ∥2H

)
. (2.37)

On the other hand, from Eqs.(2.2), we have

∥yt∥V ∗ = sup
∥ν∥V =1

⟨yt, ν⟩V ∗,V

≤ sup
∥ν∥V =1

|⟨f + βyxx − u2yx − byuux, ν⟩V ∗,V |

≤ ∥f∥V ∗ + β∥y∥V + k2C2
3C6 + |b|k2C2

3∥y∥V
≤ C1 + k2C2

3C6 +
(
β + |b|k2C2

3

)
∥y∥V , (2.38)

From (2.27)− (2.38) and integrating (2.39) from 0 to T , we have

∥yt∥2L2(V ∗) ≤ 2T
(
C1 + k2C2

3C6

)2
+
(
β + |b|k2C2

3

)2
∥y∥2L2(V )

≤ 2T
(
C1 + k2C2

3C6

)2
+ C9

(
β + |b|k2C2

3

)2(
∥f∥2L2(V ∗) + ∥ϕ∥2H

)
. (2.39)

Finally, we deduce from(2.37) and (2.39) that

∥y∥2W (V ) ≤ 2T
(
C1 + k2C2

3C6

)2
+ C9

[
1 +

(
β + |b|k2C2

3

)2](
∥f∥2L2(V ∗) + ∥ϕ∥2H

)
, L1 + L2

(
∥f∥2L2(V ∗) + ∥ϕ∥2H

)
.

This completes the proof of the theorem.

3 Existence of Optimal Control and its G-Differentiability

In this section, we shall prove the existence of optimal control, and further prove that the
solution mapping on control variables is Gâteaux differentiable.

3.1. The existence of the optimal control.

Suppose that the Hilbert space U , the space of controls, is equipped with the norm ∥·∥U

and suppose that

B ∈ L (U , L2(V ∗)). (3.1)
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We are also given an observation operator C ∈ L (V ;H ), H is an another Hilbert space
with the norm ∥ · ∥H . Moreover, zd is a fixed desired state in H , and δ > 0 plays the role
of a weight.

The optimal control problem that we want to deal with can be represented as follows:

(P ) min
ω∈U

{
J(y, ω) =

1

2
∥Cy − zd∥2H +

δ

2
∥ω∥2U

}
, (3.2)

subject to 
yt − βyxx + u2yx + byuux = Bω, (x, t) ∈ Ω× (0, T ),

y(x, 0) = u(x, 0)− uxx(x, 0) = ϕ, x ∈ Ω,

u(t)|x=0,1 = ux(t)|x=0,1 = uxx(t)|x=0,1 = 0, t ∈ (0, T ),

(3.3)

where y = u− uxx, ϕ ∈ H, β > 0, b ∈ R and B is the control operator introduced above.
The following theorem is presented to demonstrate the existence of the optimal control.

Theorem 3.1. For given ϕ ∈ H, then there exists an optimal solution (y∗, ω∗) for the
control problem (P ).

Proof. From Theorem 2.1, for every given ω ∈ U , there exists a unique weak solution y(ω)
to the Eqs.(3.3). In view of (3.2), we have

J(y, ω) ≥ δ

2
∥ω∥2U . (3.4)

We deduce from Theorem 2.2 that

∥y∥2W (V ) ≤ L1 + L2

(
∥Bω∥2L2(V ∗) + ∥ϕ∥2H

)
≤ L1 + L2 max

{
1, ∥B∥2

}(
∥ω∥2U + ∥ϕ∥2H

)
,

which implies that ∥y∥W (V ) → +∞ =⇒ ∥ω∥U → +∞. Then, we have

J(y, ω) → +∞ as ∥ω∥U → +∞. (3.5)

As the norm is weakly lowered semi-continuous [2], we observe that J is weakly lowered
semi-continuous. Since J(y, ω) ≥ 0 is bounded below, for all (y, ω) ∈ W (V ) × U , there
exists a constant γ ≥ 0 such that

γ = inf
ω∈U

J(y, ω). (3.6)

Thus, we can deduce from (3.4)− (3.6) that there is a minimizing sequence {(yn, ωn)}n∈N

such that

γ = lim
n→+∞

J(yn, ωn). (3.7)

We know from (3.7) that the sequence {J(yn, ωn)}n∈N is bounded, and then the sequences
{ωn}n∈N and {yn} are also bounded. Hence, we may extract a subsequence, again denoted
by {(yn, ωn)}n∈N , such that

yn → y∗, weakly in W (V ), (3.8)

ωn → ω∗, weakly in U . (3.9)
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It follows from (3.8) and (3.9) that

lim
n→+∞

∫ T

0

⟨ynt − y∗, φ(t)⟩V ∗,V dt = 0, ∀φ ∈ L2(V ), (3.10)

and

lim
n→+∞

∫ T

0

⟨Bωn −Bω∗, φ(t)⟩V ∗,V dt = 0, ∀φ ∈ L2(V ). (3.11)

SinceW (V ) is compactly embedded into L2(L∞) [12], we derive that yn → y∗ strongly in
L2(L∞). SinceW (V ) is compactly embedded into C(H) [6], we can also derive that yn → y∗

strongly in C(H). Furthermore, un → u∗, unx → u∗x, u
n
xx → u∗xx strongly in L2(L∞) and

C(H) respectively.
In order to verify y∗ is a solution to (3.3) corresponding to ω∗, we should analyse the

limit in the nonlinear terms. By using Holder’s inequality [2] and Poincaré’s inequality, for
every φ ∈ L2(V ), we have∫ T

0

∫ 1

0

(
(un)2ynx − (u∗)2y∗x

)
φdxdt

≤
∣∣∣∣ ∫ T

0

∫ 1

0

(
(un)2 − (u∗)2

)
ynxφdxdt

∣∣∣∣+ ∣∣∣∣ ∫ T

0

∫ 1

0

(u∗)2
(
ynx − y∗x

)
φdxdt

∣∣∣∣
≤
∫ T

0

∥(un)2 − (u∗)2∥L∞∥yn∥H∥φ∥V dt+
∫ T

0

∥(u∗)2∥L∞∥yn − y∗∥H∥φ∥V dt

≤ ∥yn∥C(H)∥(un)2 − (u∗)2∥L2(L∞)∥φ∥L2(V ) + ∥yn − y∗∥C(H)∥φ∥L2(V )∥(u∗)2∥L2(L∞)

−→ 0, n→ ∞, (3.12)

and ∫ T

0

∫ 1

0

(
ynununx − y∗u∗u∗x

)
φdxdt

≤
∣∣∣∣ ∫ T

0

∫ 1

0

(
ynununx − ynunu∗x

)
φdxdt

∣∣∣∣+ ∣∣∣∣ ∫ T

0

∫ 1

0

(
ynunu∗x − ynu∗u∗x

)
φdxdt

∣∣∣∣
+

∣∣∣∣ ∫ T

0

∫ 1

0

(
ynu∗u∗x − y∗u∗u∗x

)
φdxdt

∣∣∣∣
≤
∫ T

0

∥(yn)∥L∞∥(un)∥L∞∥un − u∗∥H∥φ∥V dt

+

∫ T

0

∥yn∥L∞∥un − u∗∥L∞∥u∗∥H∥φ∥V dt

+
1

2

∫ T

0

∥yn − y∗∥L∞∥(u∗)2∥H∥φ∥V dt

≤ kη∥un − u∗∥C(H)∥unx∥C(H)∥yn∥L2(L∞)∥φ∥L2(V ) + kη∥u∗∥C(H)∥unx − u∗x∥C(H)

∥yn∥L2(L∞)∥φ∥L2(V ) +
1

2
∥(u∗)2∥C(H)∥yn − y∗∥L2(L∞)∥φ∥L2(V )

−→ 0, n→ ∞. (3.13)

Since yn → y∗ weakly in W (V ), we can infer that yn(0) → y∗(0) weakly in H. Then we get

y∗(0) = ϕ. (3.14)
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Then, it follows from (3.10)− (3.14) that (y∗, ω∗) satisfies Eqs.(3.3), and such that

J(y∗, ω∗) = min
ω∈U

J(y, ω).

Hence, there exists an optimal control to the control system (3.1) − (3.3). Moreover,
due to the relation u = (1− ∂2x)

−1y, we can find a optimal control for the viscous modified
Novikov equation.

3.2. The Gâteaux differentiability of the solution mapping.

Now, we are in a position to prove that the solution mapping is Gâteaux differentiable
on control variables. It is well known that if ω is an optimal control, then it satisfies the
necessary optimality condition

DJ(ω)(v − ω) ≥ 0 for all v ∈ Uad, (3.15)

where DJ(ω) denotes the Gâteaux derivative of J(v) = J(u(v), v) at v = ω. Recall the
definition, a mapping f : D ⊂ E1 → E2 is said to be Gâteaux differentiable at x0 ∈ D, if
there exists a linear bounded operator DJ(x0) ∈ L(E1, E2) such that

lim
λ→0

|λ−1(f(x0 + λη)− f(x0))−DJ(x0)η| = 0, for all η ∈ E1. (3.16)

What we would do is to analyze (3.15) in view of the proper adjoint state system, and prove
that the mapping v → y(v) of U →W (V ) is Gâteaux differentiable at v = ω∗, and Dy(ω∗)η
denotes the derivative in the direction η ∈ U .

Theorem 3.2. The map y → y(v) of U →W (V ) is Gâteaux differentiable at v = ω∗, and
the Gâteaux derivative of y(v) at v = ω∗ in the direction v−ω∗ ∈ U , say z = Dy(ω∗)(v−ω∗),
is a unique weak solution of the following system:

zt − βzxx + [(2b+ 2)u∗u∗x − bu∗xu
∗
xx + u∗xxx]θ

+ [(u∗)2 − bu∗u∗xx]θx − bu∗u∗xθxx + (u∗)2θxxx = Bh, in Ω× (0, T ),

θ(t)|x=0,1 = θx(t)|x=0,1 = θxx(t)|x=0,1 = 0, on (0, T ),

z(x, 0) = 0, in Ω,

(3.17)

where z = θ − θxx.

Proof. Let us set h = v − ω∗, uλ = u(ω∗ + λh), and

zλ = θλ − θλxx = λ−1[y(ω∗ + λh)− y(ω∗)], θλ = λ−1(u(ω∗ + λh)− u(ω∗)),

where λ ∈ (−ϵ, ϵ), λ ̸= 0 and zλ = θλ − θλxx. It is not difficult to check that θλ satisfies:
θλt − θλxxt − β(θλ − θλxx)xx + πλ

1 (x, t) + πλ
2 (x, t) + πλ

3 (x, t) = Bh, in Ω× (0, T ),

θλ(t)|x=0,1 = θλx(t)|x=0,1 = θλxx(t)|x=0,1 = 0, on (0, T ),

zλ(x, 0) = 0, in Ω,

(3.18)

where

πλ
1 (x, t) = (b+ 1)(uλ + u∗)θλuλx + (u∗)2θλx ,
πλ
2 (x, t) = −bθλuλxuλxx − bu∗θλxu

λ
xx − bu∗u∗xθ

λ
xx,
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πλ
3 (x, t) = (uλ + u∗)θλuλxxx + (u∗)2θλxxx,

Multiplying (3.19) by θλ, and integrating on (0, 1), we obtain

1

2

d

dt

(
∥θλ∥2H + ∥θλ∥2V

)
+ β

(
∥θλ∥2V + ∥θλ∥2H2

)
+

∫ 1

0

(πλ
1 (x, t) + πλ

2 (x, t) + πλ
3 (x, t))θ

λdx =

∫ 1

0

θλBhdx. (3.19)

By using Sobolev inequality and Young inequality, from the estimate corresponding to y, u
in section 2 and section 3, we have∫ 1

0

πλ
1 (x, t)θ

λ(x, t)dx =

∫ 1

0

(b+ 1)(uλ + u∗)uλx|θλ|2dx−
∫ 1

0

u∗u∗x|θλ|2dx

≤ [(|b|+ 1)∥uλx∥∞(∥uλ∥∞
+∥u∗∥∞) + ∥u∗x∥∞∥u∗∥∞]∥θλ∥2H , (3.20)

∫ 1

0

πλ
2 (x, t)θ

λ(x, t)dx =

∫ 1

0

[−bθλuλxuλxx − bu∗θλxu
λ
xx − bu∗u∗xθ

λ
xx]θ

λdx

≤ ∥uλx∥∞∥uλxx∥∞∥θλ∥2H + ∥u∗∥∞∥uλxx∥∞∥θλ∥H∥θλ∥V
+ ∥u∗∥∞∥u∗x∥∞∥θλ∥H∥θλ∥H2 , (3.21)

∫ 1

0

πλ
3 (x, t)θ

λ(x, t)dx = −
∫ 1

0

uλxx(u
λ
x + u∗x)|θλ|2dx− 2

∫ 1

0

uλxx(u
λ + u∗)θλθλxdx

≤ ∥uλxx∥∞(∥uλx∥∞ + ∥u∗x∥∞)∥θλ∥H
+ ∥uλxx∥∞(∥uλ∥∞ + ∥u∗∥∞)∥θλ∥H∥θλ∥V . (3.22)

On the other hand, from Theorem 2.1, we have the following basic properties, that is,

lim
λ→0

u(ω∗ + λh) = u(ω∗), strongly in W (V ). (3.23)

Then, by (2.25), (2.26) and Young inequality, we obtain from (3.19)− (3.22) that

1

2

d

dt

(
∥θλ∥2H + ∥θλ∥2V

)
+ β

(
∥θλ∥2V + ∥θλ∥2H2

)
≤M1∥θλ∥2H +

β

2
∥θλ∥2V +

β

2
∥θλ∥2H2 + ∥Bh∥2H , (3.24)

where M1 is a positive constant. Here and below, we let Mk(k ∈ N) be some positive
constants which depend only dependent on Ω, T . Hence, Gronwall inequality yields that,
there is a constant M2 > 0 such that

∥θλ∥2H + ∥θλ∥2V + ∥θλ∥2L2(V ) + ∥θλ∥2L2(H2) ≤M2. (3.25)

Similarly, by using the same argument as in (2.16) and (3.12), there exists a constantM3 > 0
such that

∥θλ∥2V + ∥θλ∥2H2 ≤M3. (3.26)

Now, multiplying the first equation of (3.19) by zλ, we have

1

2

d

dt
∥zλ∥2H + β∥zλ∥2V +

∫ 1

0

(πλ
1 (x, t) + πλ

2 (x, t) + πλ
3 (x, t))z

λdx =

∫ 1

0

zλBhdx. (3.27)
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By (2.25), (2.26), (3.18), (3.19) and Young inequality, we have∫ 1

0

(πλ
1 (x, t) + πλ

2 (x, t) + πλ
3 (x, t))z

λdx =

∫ 1

0

[(b+ 1)(uλ + u∗)θλuλx + (u∗)2θλx ]z
λdx

+

∫ 1

0

[−bθλuλxuλxx − bu∗θλxu
λ
xx − bu∗u∗xθ

λ
xx]z

λdx

+

∫ 1

0

[(uλ + u∗)θλuλxxx + (u∗)2θ∗xxx]z
λdx

≤ (|b|+ 1)(∥uλx∥∞ + ∥uλxx∥∞)(∥uλ∥∞ + ∥u∗∥∞)∥θλ∥H∥zλ∥H
+ |b|∥uλx∥∞∥uλxx∥∞∥θλ∥H∥zλ∥H
+ (|b|∥u∗∥∞∥uλxx∥∞ + ∥u∗∥2∞)∥θλ∥V ∥zλ∥H
+ |b|∥u∗∥∞∥u∗x∥∞∥θλ∥H2∥zλ∥H
+ ∥uλxx∥∞(∥uλ∥∞∥u∗∥∞)∥θλ∥H∥zλ∥V + ∥u∗∥∞∥u∗x∥∞∥θ∗∥H2∥zλ∥H
+ ∥u∗∥2∞∥θ∗∥H2∥zλ∥V

≤M4(∥θλ∥H∥zλ∥H + ∥θλ∥V ∥zλ∥H + ∥θλ∥H∥zλ∥V + ∥θλ∥H2∥zλ∥V )

≤M5∥zλ∥H +
β

4
∥zλ∥V ,

Hence, we deduce from (3.27) that

1

2

d

dt
∥zλ∥2H + β∥zλ∥2V ≤M5∥zλ∥H +

β

2
∥zλ∥V + ∥Bh∥2H , (3.28)

by using Gronwall inequality, we obtain that ∥zλ∥2H + ∥zλ∥2L2(V ) ≤ M6. Then, from (3.19)

and (3.28), we get that ∥zλ∥2L2(V ∗) ≤M7. Thus, z
λ is bounded in W (V ), and there exists a

subsequence, still denoted by itself, such that

zλ → z weakly in L2(V ), zλt → zt weakly in L2(V ∗). (3.29)

On the other hand, by Aubin theorem, we have that zλ → z strongly in L2(V ) ∩ C(H).
Hence, by (3.20), (2.25), (2.26) and the fact that uλ → u strongly in W (V ), we deduce that

πλ
1 (x, t) → 2(b+ 1)u∗u∗xθ + (u∗)2θx, weakly in L2(H), (3.30)

πλ
2 (x, t) → −bu∗xu∗xxθ − bu∗u∗xxθx − bu∗u∗xθxx, weakly in L2(H), (3.31)

πλ
3 (x, t) → 2u∗u∗xxxθ + (u∗)2θxxx, weakly in L2(H), (3.32)

This yields that zλ → z = Dy(ω∗)(v − ω∗) in the weak topology of W (V ). However, we
shall further prove that zλ → z in the strong topology of W (V ). To this end, we subtract
(3.18) from (3.17). By setting ξλ = zλ − z, we obtain

(zλ − z)t − β(zλ − z)xx +Πλ
1 (x, t) + Πλ

2 (x, t) + Πλ
3 (x, t) = 0, in Ω× (0, T ),

(θλ − θ)|x=0,1 = (θλx − θx)|x=0,1 = (θλxx − θxx)|x=0,1 = 0, on (0, T ),

ξλ(x, 0) = 0, in Ω,

(3.33)

where

Πλ
1 (x, t) = (b+ 1)(uλ + u∗)uλxθ

λ − 2(b+ 1)u∗u∗xθ + (u∗)2(θλx − θx), (3.34)

Πλ
2 (x, t) = b(u∗xu

∗
xxθ − uλxu

λ
xxθ

λ) + bu∗(u∗xxθx − uλxxθ
λ
x) + bu∗u∗x(θxx − θλxx), (3.35)

Πλ
3 (x, t) = (uλ + u∗)uλxxxθ

λ − 2u∗u∗xxxθ + (u∗)2(θλxxx − θxxx), (3.36)
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since zλ → z strongly in L2(V ) ∩ C(H), and uλ → u strongly in W (V ), we see that

Πλ
i (x, t) → 0, strongly in L2(H), i = 1, 2, 3. (3.37)

Multiplying the first equation of (3.33) by ξλ and integrating on (0, 1), we obtain

1

2

d

dt
∥ξλ∥2H + β∥ξλ∥2V ≤ β

2
∥ξλ∥2H +M6(∥Πλ

1∥2H + ∥Πλ
2∥2H + ∥Πλ

3∥2H), (3.38)

Hence, by using Gronwall inequality, we deduce from (3.32)and (3.38) that ξλ → 0 strongly
in L2(V ), and ξλ → 0 strongly in L∞(H) as λ→ 0.

Finally, by means of (3.33) and (3.37)−(3.38), we deduce that ξλ → 0 strongly inW (V ),
as λ→ 0, which implies the Gâteaux differentiability of y(v) at v = ω∗.

Thus, the proof is completed.

4 The Necessary Optimality Condition

Since we have already proved in subsection 3.2 that the mapping y → y(v) of U → W (V )
is Gâteaux differentiable at v = ω∗ in the direction v − ω∗, then so is u. Hence, we could
rewrite the optimality condition (3.15) as follows:

(Cy(ω∗)− zd, C(Dy(ω)(v − ω∗)))H + (Nω∗, v − ω∗)U ≥ 0, ∀v ∈ Uad.

If we denote {
Λ = canonical isomorphism of H to H ′,

C∗ = the adjoint operator of C.

Then, the above formula reduces to

⟨C∗Λ(y(ω∗)− zd), Dy(ω
∗)(v − ω∗)⟩W (0,T ;V )′,W (0,T ;V ) + (Nω∗, v − ω∗)U ≥ 0,

∀v ∈ Uad. (4.1)

Now, we are concerned with a type of observation C of distributive. Let H = (L2(H))2,
and C ∈ L(W (V );H ), and q(v) = Cy(v) = (u(v; ·), u(v;T )) ∈ (L2(H))2. In this case, the
cost functional that we consider is represented by

J(v) =

∫
Q

|u(v)− zd|2dxdt+
∫
Ω

|u(v;T )−mT |2dx+ (Nv, v)U , ∀v ∈ Uad, (4.2)

where zd ∈ L2(H), mT ∈ H are desired values. Then the optimality condition (4.1) is
represented by∫

Q

(u(ω∗)− zd)θdxdt+

∫
Ω

(u(ω∗;T )−mT )θ(T )dx+ (Nω∗, v − ω∗)U ≥ 0,

∀v ∈ Uad, (4.3)

where θ is the solution of (3.17). We introduce the adjoint state φ = ψ − ψxx by

−φt − βφxx + [2bu∗u∗x + u∗xxx − (3b+ 6)u∗xu
∗
xx − 2u∗u∗xxx]ψ − (u∗)2ψxxx

−(b+ 6)u∗u∗xψxx + [(3b+ 6)u∗u∗xx + 5(u∗)2 + (u∗x)
2]ψx = u(ω∗)− zd,

in Ω× (0, T ),

ψ(t)|x=0,1 = ψx(t)|x=0,1 = ψxx(t)|x=0,1 = 0, on (0, T ),

φ(x, T ) = u(ω∗;T )−mT , in Ω,

(4.4)
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Since (u(ω∗)− zd, u(ω
∗;T )−mT ) ∈ L2(H)×H. Problem (3.17) admits a unique weak

solution in W (V ), a fact which follows by applying the linear theory of parabolic equations
with the flow of time reversed (change t to T − t). Whence, we could provide the character
of the optimal control in the following theorem.

Theorem 4.1. The optimal control ω∗ is characterized by the following equations:

−φt − βφxx + [2bu∗u∗x + u∗xxx − (3b+ 6)u∗xu
∗
xx − 2u∗u∗xxx]ψ − (u∗)2ψxxx

−(b+ 6)u∗u∗xψxx + [(3b+ 6)u∗u∗xx + 5(u∗)2 + (u∗x)
2]ψx = u(ω∗)− zd,

in Ω× (0, T ),

ψ(t)|x=0,1 = ψx(t)|x=0,1 = ψxx(t)|x=0,1 = 0, on (0, T ),

φ(x, T ) = u(ω∗;T )−mT , in Ω,

(4.5)

and the first order necessary optimality condition:∫
Q

ψ(ω∗)B(v − ω∗)dxdt+ (Nω∗, v − ω∗)U ≥ 0, ∀v ∈ Uad. (4.6)

where u(ω∗) is the optimal solution corresponding to the optimal control ω∗ of (3.3).

Proof. We multiply the first equation of (4.5) both sides by θ and integrate over [0, T ]. Then,
we have

−
∫ T

0

⟨ d
dt
φ, θ

⟩
dt− β

∫ T

0

⟨
φxx, θ

⟩
dt−

∫ T

0

⟨
(u∗)2ψxxx + (b+ 6)u∗u∗xψxx, θ

⟩
dt

+

∫ T

0

⟨
[2bu∗u∗x + u∗xxx − (3b+ 6)u∗xu

∗
xx − 2u∗u∗xxx]ψ, θ

⟩
dt

+

∫ T

0

⟨
[(3b+ 6)u∗u∗xx + 5(u∗)2 + (u∗x)

2]ψx, θ
⟩
dt =

∫ T

0

(u(ω∗)− zd, θ)dt. (4.7)

By integrating by parts, and considering the equations (3.17), we can verify the left-hand
side of (4.7) yields

−⟨φ(ω∗;T ), θ(T )⟩+
∫ T

0

⟨
ψ, zt − βzxx

⟩
dt+

∫ T

0

⟨
[(2b+ 2)u∗u∗x − bu∗xu

∗
xx + u∗xxx]θ

+ [(u∗)2 − bu∗u∗xx]θx − bu∗u∗xθxx + (u∗)2θxxx, ψ
⟩
dt

= −
∫
Ω

(u(ω∗;T )−mT )θ(T )dx+

∫ T

0

(ψ,B(v − ω∗))dt. (4.8)

Thus, (4.7) and (4.8) yields that∫ T

0

(u(ω∗)− zd, θ)dt+

∫
Ω

(u(ω∗;T )−mT )θ(T )dx =

∫ T

0

(ψ,B(v − ω∗))dt. (4.9)

From (4.3) and (4.9), we can deduce that∫
Q

ψ(ω∗)B(v − ω∗))dxdt+ (Nω∗, v − ω∗)U ≥ 0, ∀v ∈ Uad.

This completes the proof of Theorem 4.1.
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5 An Example

In this section, we given an example to show how to solve the optimal control problem for
the Novikov equation by means of the above results and the numerical method.

In general, by the necessary optimality condition of optimal control is an effective nu-
merical method for solving the optimal control problems. Basically, there are two ways for
numerically solving optimal control problems through necessary conditions. On is the mul-
tiple shooting method, which is the most powerful numerical method in seeking the optimal
control of the lumped parameter systems through solving a two-point boundary-value prob-
lem obtained by the Pontryagin maximum principle. Of course, except for the complexity
when the original problem involves inequality constraints of both state variables and con-
trols, the difficulty for shooting method additionally includes the “guess” for the initial data
to start the iterative numerical process. It demands that the user understands the essential
of the problem well in physics, which is often not a trivial task. To overcome this difficulty,
people develop the gradient method; and then the “min-H” approach corrected from the
gradient method [19, 20, 21]. In the following, we utilize the min-H iterative method to solve
the extremum problem.

Noting that the first-order necessary optimality condition (4.6) can be rewritten as

⟨Hω(ψ
∗, ω∗), ω∗⟩ = min

ω∈U
⟨Hω(ψ

∗, ω∗), ω⟩, (5.1)

where H(ψ, ω) =
∫
Q
ψBωdxdt + 1

2 (Nω,ω)U , and ψ is the adjoint function satisfies the

adjoint system (4.5). Then the so-called “min-H” iterative algorithm is formulated as follows:
Step1: Give ω0, determine u0(x, t) (or y0(x, t)) through the state equation (3.3).
Step2: By ω0 and u0(x, t), solve the adjoint equation (4.5) to get ψ0(x, t).
Step3: By u0(x, t), ψ0(x, t) and the Pontryagin maximum principle (5.1), to determine

ω1.
Step4: Calculate J(ω0). If it does not reach the minimum, replace ω0 with ω1 and redo

the steps above until we get the proper J(ω1).
However, it is an optimal control problem of the distributed parameter system governed

by the nonlinear partial differential equations, to get the numerical solutions for the optimal
control-trajectory pair is not an easy job. Here, although we do not give the detailed
numerical simulation, the algorithm do give the concrete steps so that people can follow and
finish this nontrivial work.

Acknowledgment

The authors would like to express their gratitude to the anonymous reviewers and editors
for their valuable comments and suggestions which led to the improvement of the original
manuscript.

References
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