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[7], Saigal [22], Tseng and Luo [27], Tsuchiya [28, 29], Monteiro and Tsuchiya [18], Gonzaga
and Carlos [11], Sun [24, 25], Tseng et al. [26], and so on. The affine scaling continuous
trajectory was also studied for linear programming, for example, by Adler and Monteiro
[1], Bayer and Lagarias [3], Liao [12], Megiddo and Shub [16], Monteiro [17], and so on. It
should be noted that for linear programming, the primal affine scaling continuous trajectory
actually contains the primal central path if the initial point is on the central path. In the
interior point method, the central path plays a vital role. For the central path where the
barrier function

∑n
i=1 − lnxi is used in problem (P), convergence can be obtained under

the strictly complementarity condition [15], the analyticity of f(x) [19], or the condition
that there exists a subspace W of Rn such that Ker(∇2f(x)) = W [8]. Some ill-behaved
central path examples in convex optimization can be found in [10], however these examples
are different from problem (P).

In this paper, we are interested in the first-order primal affine scaling continuous trajec-
tory, which has already been studied for linear programming in [1], but not yet for convex
programming (P). Compared with [1], in the linear case, we do not require the boundness
of the optimal solution set, instead, we only need the existence of a finite optimal solution.
It should be noted that the first-order primal affine scaling trajectory is contained in the
Cauchy trajectories for convex semidefinite programming [13], but there is no strong con-
vergence result for the Cauchy trajectories there. To our knowledge, our result here is the
first one to obtain the strong convergence of the primal affine scaling continuous trajectory
in the nonlinear case for problem (P).

For simplicity, in what follows, ∥ · ∥ denotes the 2-norm. Ck stands for the class of kth
order continuously differentiable functions. Unless otherwise specified, xj denotes the jth
component of a vector x, e denotes the column vector of all ones, and ei denotes the unity
column vector whose ith component is 1, the dimensions of e and ei are clear from the con-
text. For any index subset J ⊆ {1, . . . , n}, we denote by xJ the vector composed of those
components of x ∈ Rn indexed by j ∈ J , rank (Q) denotes the rank of the matrix Q.

The rest of this paper is organized as follows. In Section 2, we introduce the correspond-
ing ordinary differential equation (ODE) system for the weighted first-order primal affine
scaling continuous trajectory, verify that the ODE system has a unique solution in [t0,+∞),
and show some properties of the primal affine scaling continuous trajectory. In Section 3,
we prove that every accumulation point of the primal affine scaling continuous trajectory is
an optimal solution for problem (P). Finally, in Section 4, we show the strong convergence
of the weighted first-order primal affine scaling continuous trajectory under the condition
that f(x) is analytic.

2 Properties of the Continuous Trajectory

The weighted first-order primal affine scaling direction for problem (P) can be given by

−DPADD∇f(x),

where x ∈ Rn
++, X = diag (x) ∈ Rn×n, w ∈ Rn

++ (a given vector), W = diag (w) ∈ Rn×n,

D = W− 1
2X, PAD = In −DAT (AD2AT )−1AD, and In (or I) stands for the n× n identity

matrix. The first-order primal affine scaling direction usually adopts w ≡ e. As a result,
the weighted first-order primal affine scaling continuous trajectory for problem (P) is the
solution curve of the following ODE system

dx

dt
= −DPADD∇f(x), x(t0) = x0 ∈ P++, t ≥ t0 > 0. (2.1)
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The following assumptions are made throughout this paper.

Assumption 2.1. If f(x) = cTx, we assume that there exists a point x∗ ∈ P+ such that
cTx∗ is the optimal value of problem (P). Otherwise, we assume that the optimal solution
set of problem (P) is non-empty and bounded.

Assumption 2.2. The set P++ is not empty.

First we state two simple technical lemmas without proof.

Lemma 2.1. (AD2AT )−1 ∈ C1 on Rn
++.

Lemma 2.2. DPADD∇f(x) ∈ C1 on Rn
++.

Lemma 2.2 reveals the smoothness property for the right-hand side of ODE system (2.1).
Theorem 2.3 and Theorem 2.4 below guarantee the existence, uniqueness, and feasibility for
the solution of ODE system (2.1).

Theorem 2.3. For ODE system (2.1), there exists a unique solution x(t) with a maximal
existence interval [t0, α), in addition, x(t) > 0 on this existence interval.

Proof. By Lemma 2.2, DPADD∇f(x) is locally Lipschitz continuous on Rn
++. Since Rn

++

is an open set, from the Cauchy-Peano theorem and Picard-Lindelöf theorem, there exists a
unique solution x(t) of ODE system (2.1) on the maximal existence interval [t0, α), for some
α > t0 or α = +∞.

Because the right-hand side of ODE system (2.1) is defined on the open set (0,+∞) ×
Rn

++, the solution of ODE system (2.1) is of course in the open set Rn
++, so x(t) is positive

on the existence interval. The proof is complete.

Later in this section, it will be shown that α = +∞ (Theorem 2.6). To simplify the
following presentation, in the remaining of this paper, x(t) (or X(t)) will be replaced by x
(or X) whenever no confusion would occur.

Theorem 2.4. Let x(t) be the solution of ODE system (2.1) with the maximal existence
interval [t0, α). Then Ax(t) = b ∀t ∈ [t0, α).

Proof. We know that for any t ∈ [t0, α)

x(t) = x0 −
∫ t

t0

(DPADD∇f(x)|t=τ )dτ.

Noticing
ADPAD = AD −AD2AT (AD2AT )−1AD ≡ 0,

we can get

Ax(t) = Ax0 −
∫ t

t0

(ADPADD∇f(x)|t=τ )dτ = b.

Thus the theorem is proved.

Next we show that the solution curve is contained in a bounded set.

Theorem 2.5. The unique solution x(t) of ODE system (2.1) is contained in a bounded set
in Rn

+.
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Proof. If f(x) = cTx, from Theorem 2.3, x(T ) > 0 for any T ∈ [t0, α), then we can define

V1(t) =
n∑

i=1

wi(x(T )i − x∗
i )

x(t)i
, t ∈ [t0, α),

where x∗ is from Assumption 2.1. From Theorem 2.4, we have

dV1(t)

dt
=

n∑
i=1

−wi(x(T )i − x∗
i )

x(t)2i
· dxi

dt

= −(x(T )− x∗)TWX(t)−2 dx

dt

= (x(T )− x∗)TD−2DPADDc

= (x(T )− x∗)TD−2(D2 −D2AT (AD2AT )−1AD2)c

= (x(T )− x∗)T c− (b− b)T (AD2AT )−1AD2c

= cTx(T )− cTx∗

≥ 0,

then

V1(t0) ≤ V1(T ) =
n∑

i=1

wi −
n∑

i=1

wix
∗
i

x(T )i
≤

n∑
i=1

wi. (2.2)

Therefore for any T ∈ [t0, α), we have

∥x(T )∥ ≤ eTx(T ) ≤ maxi(x
0
i )

mini(wi)

n∑
i=1

wix(T )i
x0
i

≤ maxi(x
0
i )

mini(wi)

(
n∑

i=1

wi +

n∑
i=1

wix
∗
i

x0
i

)
.

The last inequality is from (2.2), which indicates that x(T ) is bounded, and the bound
depends only on x0, x∗, and w.

Otherwise, noticing for t ∈ [t0, α),

df(x(t))

dt
= −∇f(x)TDPADD∇f(x) = −∥PADD∇f(x)∥2 ≤ 0,

we know that f(x(t)) is a nonincreasing function on t ∈ [t0, α). Hence x(t) will be contained
in the level set {x | x ∈ P+, f(x) ≤ f(x0)}. Under Assumption 2.1, from Theorem 24 on
page 93 in [9], the level set will be bounded as well. Thus the proof is complete.

After we get the boundedness of the solution curve, we can extend the existence interval
of the solution to infinity.

Theorem 2.6. Let x(t) be the solution of ODE system (2.1) with the maximal existence
interval [t0, α). Then α = +∞.

Proof. Assume α ̸= +∞. From Theorem 2.5, we know that there exists an M > 0 such that
0 < x(t) ≤ Me ∀t ∈ [t0, α). Furthermore, PAD is symmetric and idempotent, which leads to
∥PAD∥ ≤ 1. Therefore the vector PADD∇f(x) is bounded. Then we know that there exists
an L > 0 such that for every i ∈ {1, . . . , n}, we have∣∣∣∣dxi

dt

∣∣∣∣ ≤ Lxi ∀t ∈ [t0, α), (2.3)
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and this L depends only on M , and f(x).
For every i ∈ {1, . . . , n}, from inequality (2.3) and 0 < x(t) ≤ Me ∀t ∈ [t0, α), we know

that ∣∣∣∣dxi

dt

∣∣∣∣ ≤ LM ∀t ∈ [t0, α), (2.4)

furthermore, x(t) is continuous on [t0, α), and it is not hard to see that limt→α− x(t) exists.
We denote this limit as x(α). Evidently x(α) ≥ 0. According to the Extension Theorem in
§2.5, [2], we know that the solution x(t) will go to the boundary of the open set (0,+∞)×
Rn

++. But because of the hypothesis, α ̸= +∞, so there must exist at least one i ∈ {1, . . . , n}
such that xi(α) = 0. From inequality (2.3), we know that if t ∈ [t0, α),

dxi

xi
≥ −Ldt.

Integrating the inequality above, we have for every t ∈ [t0, α)

lnxi(t)− lnxi(t0) ≥ −L(t− t0).

Since xi(t) → xi(α) = 0 as t → α−, lnxi(t)− lnxi(t0) → −∞ as t → α−, but −L(t− t0) ≥
−L(α− t0). This is a contradiction. Therefore α = +∞, and the proof is complete.

From Theorem 2.6, we can define the limit set for the solution of ODE system (2.1). Let
x(t) be the solution of ODE system (2.1), the limit set of {x(t)} can be defined as follows

Ω1(x0) =

{
x ∈ Rn | ∃ {tk}+∞

k=0 with lim
k→+∞

tk = +∞ such that lim
k→+∞

x(tk) = x

}
.

Theorem 2.7. The limit set Ω1(x0) is nonempty, compact, and connected. Furthermore
Ω1(x0) is contained in P+.

Proof. From Theorems 2.3, 2.4, and 2.6, we know that the limit set Ω1(x0) is contained in
P+. From Theorem 2.5, we know that the solution x(t) is contained in a bounded closed set.
So similar to the proof of Theorem 1.1 on page 390 in [5] (the proof in [5] is for n = 2, but
it can be easily exntended to the general case), it can be verified that Ω1(x0) is nonempty,
compact, and connected.

Lemma 2.8. ([4]) Suppose f is differentiable (i.e., its gradient ∇f exists at each point in
domf). Then f is convex if and only if domf is convex and

f(y) ≥ f(x) +∇f(x)T (y − x) (2.5)

holds for all x, y ∈ domf .

Now we introduce a kind of potential function for ODE system (2.1). In 1983, Losert
and Akin [14] introduced a kind of potential function for both the discrete and continuous
dynamical systems in a classical model of population genetics. Their potential function can
be extended for our purpose. The potential function I(x, y) for ODE system (2.1) can be
defined as

I(x, y) =
n∑

i=1

(wi lnxi) +
n∑

i=1

wi
yi
xi

, (2.6)

where x ∈ Rn
++ is the variable, y ∈ Rn

+ is a parameter.
In the rest of this section, we will show the weak convergence for the solution of ODE

system (2.1), i.e., DPADD∇f(x) → 0 as t → +∞. But first, we reveal some fundamental
results for the solution of ODE system (2.1).
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Theorem 2.9. Let x(t) be the solution of ODE system (2.1). Then f(x(t)) is a nonincreas-
ing function on [t0,+∞). Furthermore, if x0 ∈ P++ is an optimal solution for problem (P),
then x(t) ≡ x0 on [t0,+∞); otherwise f(x(t)) is a strictly decreasing function on [t0,+∞).

Proof. Since for t ≥ t0,
df(x(t))

dt
= −∥PADD∇f(x)∥2 ≤ 0,

we know that f(x(t)) is a noincreasing function on [t0,+∞).
The KKT conditions for problem (P) can be stated as follows Ax = b, x ≥ 0,

Xz = 0, z ≥ 0,
AT y + z = ∇f(x),

(2.7)

where z ∈ Rn and y ∈ Rm.
If x ∈ P++ is an optimal solution, there must exist corresponding (y, z) such that system

(2.7) holds, then
z = 0 and AT y = ∇f(x),

thus, it is easy to see that

PADD∇f(x) = PADDAT y = 0.

So if x0 ∈ P++ is an optimal solution, we know that the right-hand side of ODE system
(2.1) equals zero at x = x0, i.e.,

DPADD∇f(x)|x=x0 = 0,

therefore x(t) ≡ x0 for t ≥ t0 is a solution of ODE system (2.1). Because of the uniqueness
of the solution, we know that x(t) ≡ x0 on [t0,+∞).

If x0 ∈ P++ is not an optimal solution, we will show f(x(t)) is a strictly decreasing
function on [t0,+∞). If not, then there must exist t1 and t2 with t0 ≤ t1 < t2 such that

f(x(t1)) = f(x(t2)). Since df(x(t))
dt ≤ 0, we know that when t1 ≤ t ≤ t2,

df(x(t))
dt ≡ 0. From

df(x(t))
dt = −∥PADD∇f(x)∥2 = −∥D−1 dx

dt ∥
2 = 0, Theorem 2.3 and Theorem 2.6, it is easy

to see dx
dt = 0 on [t1, t2], then x(t) ≡ x(t1) on [t0,+∞) will be a solution of the ODE

dx

dt
= −DPADD∇f(x)

that passes through the point (t1, x(t1)). But according to the uniqueness of the solution,
we know that the solution of ODE system (2.1) is actually x(t) ≡ x(t1) = x0 on [t0,+∞).
Hence dx

dt |t=t0 = 0, which implies

(I −AT (AD2
0A

T )−1AD2
0)∇f(x0) = 0,

where D0 = W− 1
2X(t0). Let y = (AD2

0A
T )−1AD2

0∇f(x0) and z = 0, then (x0, y, z) will
satisfy the KKT system (2.7). Therefore x0 must be an optimal solution. However this is a
contradiction. Thus f(x(t)) is a strictly decreasing function on [t0,+∞).

Lemma 2.10. (Barbalat’s Lemma [23]) If the differentiable function f(t) has a finite limit
as t → +∞, and ḟ is uniformly continuous, then ḟ → 0 as t → +∞.
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Lemma 2.11. If 0 < x ≤ Me with M > 0, then for every i ∈ {1, . . . , n}, every entry of

∂DPADD∇f(x)

∂xi

is bounded, and the bound depends only on A, M , n, w, and f(x).

Proof. Let H = (AD2AT )−1AD2. From Lemma 3 and the Remark in Sun [24], we know
that if x > 0 every entry of (AD2AT )−1AD2 is bounded, and the bound depends only on A
and n. Notice

∂DPADD

∂xi
=

∂D2

∂xi
− ∂D2AT

∂xi
H −D2AT ∂(AD2AT )−1

∂xi
AD2 −HT ∂AD2

∂xi
,

and

D2AT ∂(AD2AT )−1

∂xi
AD2 = −2xiH

T (AW− 1
2 eie

T
i W

− 1
2AT )H.

Therefore when 0 < x ≤ Me, every entry of

∂DPADD

∂xi

is bounded, and the bound depends only on A, M , w, and n. Then it is evident that for
every i ∈ {1, . . . , n}, every entry of

∂DPADD∇f(x)

∂xi

is bounded, and the bound depends only on A, M , n, w, and f(x).

We now show the weak convergence for the solution of ODE system (2.1).

Theorem 2.12. Let x(t) be the solution of ODE system (2.1). Then

lim
t→+∞

DPADD∇f(x) = 0.

Proof. From Theorem 2.5, we know that there exists an M > 0 such that the solution x(t) of
ODE system (2.1) is contained in the bounded closed set {x ∈ Rn|0 ≤ x ≤ Me}. This along
with Lemma 2.11 indicates that there exists a constant L1 such that for every i ∈ {1, . . . , n},
every entry of

∂∇f(x)TDPADD∇f(x)

∂xi
(2.8)

is bounded by L1, and L1 depends only on A, M , n, w, and f(x).
From Theorem 2.9, we know that f(x(t)) is a nonincreasing function and f(x(t)) ≥ f(x∗)

on [t0,+∞). Thus f(x(t)) has a finite limit as t → +∞. From (2.4), we have∣∣∣∣df(x(t))dt
|t=t1 −df(x(t))

dt
|t=t2

∣∣∣∣
=

∣∣∣∣∫ 1

0

∂∇f(x)TDPADD∇f(x)

∂x
|x=x(t2)+τ(x(t1)−x(t2))(x(t1)− x(t2))dτ

∣∣∣∣
≤

√
nL1 · ∥x(t1)− x(t2)∥



268 X. QIAN AND L.-Z. LIAO

=
√
nL1 · ∥

∫ t2

t1

dx

dτ
dτ∥

≤ nL1LM |t1 − t2|,

where the last inequality is obtained from inequality (2.4).

Thus, df(x(t))
dt is uniformly continuous. From Barbalat’s Lemma, we know that

lim
t→+∞

df(x(t))

dt
= − lim

t→+∞
∥PADD∇f(x)∥2 = 0,

which indicates
lim

t→+∞
DPADD∇f(x) = 0.

Thus the proof is complete.

3 Optimality of the Cluster Point(s)

In this section, we show that every accumulation point of the solution of ODE system (2.1)
is an optimal solution for problem (P).

Theorem 3.1. For any x(1) ∈ Ω1(x0), x(1) is an optimal solution for problem (P).

Proof. We prove this by contradiction. Assume x(1) is not an optimal solution for problem
(P), then from Theorem 2.9, we know f(x0) > f(x(1)) = limk→+∞ f(x(tk)) > f(x∗), where
limk→+∞ x(tk) = x(1). Let’s define

y(1) =
f(x(1))− f(x∗)

2(f(x0)− f(x∗))
x0 +

[
1− f(x(1))− f(x∗)

2(f(x0)− f(x∗))

]
x∗,

then y(1) ∈ P++. Since y(1) is a convex combination of x0 and x∗, obviously

f(y(1)) ≤ f(x(1))− f(x∗)

2(f(x0)− f(x∗))
f(x0) +

[
1− f(x(1))− f(x∗)

2(f(x0)− f(x∗))

]
f(x∗) =

f(x(1)) + f(x∗)

2
.

Then we can define

V2(t) = I(x(t), y(1)) =
n∑

i=1

wi(lnxi) +
n∑

i=1

wi
y
(1)
i

xi
,

where t ∈ [t0,+∞) and x(t) is the unique solution of ODE system (2.1). Then from Theorem
2.4 and Lemma 2.8, we have ∀t ≥ t0

dV2(t)

dt
= (x− y(1))TWX−2 dx

dt

= (y(1) − x)TD−2DPADD∇f(x)

≤ f(y(1))− f(x)

≤ f(y(1))− f(x(1))

≤ f(x∗)− f(x(1))

2
< 0,
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therefore V2(t) → −∞ as t → +∞. But

V2(t) =
n∑

i=1

wi((lnxi) +
y
(1)
i

xi
) ≥

n∑
i=1

wi(ln y
(1)
i + 1) > −∞.

Hence the hypothesis is not true, and x(1) is an optimal solution for problem (P).

4 Convergence of the Continuous Trajectory

Now, it comes to the key result of this paper. Theorem 4.2 below shows that if f(x) is
analytic, the solution of ODE system (2.1) converges to a relative interior of the optimal
solution set as t → +∞. First we need the following lemma.

Lemma 4.1. If f(x) is convex and analytic, then for any two different optimal solutions
x1 and x2 of problem (P), and any x ∈ Rn, (x2 − x1)T∇f(x) = 0.

Proof. Since f(x) is convex, we have for any λ ∈ [0, 1],

f(x1 + λ∆x) = f(λx2 + (1− λ)x1)

≤ λf(x2) + (1− λ)f(x1)

= f(x1) = f(x2),

where ∆x = x2 − x1 ̸= 0. Moreover, x1 and x2 are two different optimal solutions for
problem (P) and λx2 + (1− λ)x1 ∈ P+ for λ ∈ [0, 1], hence

f(x1 + λ∆x) = f(x1) = f(x2),

for any λ ∈ [0, 1]. Since f(x) is analytic, then according to Corollary 1.2.5 in [20], we have
for any λ ∈ R,

f(x1 + λ∆x) = f(x1) = f(x2).

By Corollary 8.6.1 of Rockafellar [21], it follows that for any x ∈ Rn, f(x+ λ∆x) will be a
constant function with respect to λ ∈ R. Hence

df(x+ λ∆x)

dλ
= (x2 − x1)T∇f(x+ λ∆x) = 0,

for any λ ∈ R. Let λ = 0 in the above equality, we have for any x ∈ Rn, (x2−x1)T∇f(x) = 0.
Thus the lemma is proved.

Theorem 4.2. If the objective function f(x) in problem (P) is analytic, then the limit set
Ω1(x0) only contains a single point which is in the relative interior of the optimal solution
set of problem (P).

Proof. From Theorem 2.7, we know that Ω1(x0) is not empty. So we can choose a point
x̄ ∈ Ω1(x0), and evidently x̄ ∈ P+. Without loss of generality, we assume an optimal
solution x∗ has the maximal number of positive components in the optimal solution set for
problem (P), which is actually in the relative interior of the optimal solution set since f(x)
is analytic. We denote this number as k. If k = 0, the proof is complete, and we assume
1 ≤ k ≤ n below. Let’s define

V3(t) =

n∑
i=1

wi
x̄i − x∗

i

x(t)i
, t ∈ [t0,+∞).
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Then from Lemma 4.1 and Theorem 3.1, we have

dV3(t)

dt
= (x̄− x∗)TWX−2DPADD∇f(x) = (x̄− x∗)T∇f(x) = 0,

so the function V3(t) is a constant. Since x̄ ∈ Ω1(x0), there exists a sequence {tk} with
tk → +∞ as k → +∞ such that x(tk) → x̄ as k → +∞. Thus as k → +∞, for any index i,
there are four situations:

(i) if x̄i = x∗
i = 0, then

x̄i−x∗
i

x(tk)i
≡ 0;

(ii) if x̄i = 0, x∗
i > 0, then

x̄i−x∗
i

x(tk)i
→ −∞;

(iii) if x̄i > 0, x∗
i = 0, then

x̄i−x∗
i

x(tk)i
→ 1;

(iv) if x̄i > 0, x∗
i > 0, then

x̄i−x∗
i

x(tk)i
→ 1− x∗

i

x̄i
.

Therefore, for any index i such that x∗
i > 0, x̄i must be positive because V3(t) is a constant.

Since x∗ has the maximal number of positive components in the optimal solution set for
problem (P) and x̄ is also an optimal solution, we know x̄ must also have k positive compo-
nents and hence must be in the relative interior of the optimal solution set.

If x̄ is not the only point in Ω1(x0), there must exist another point x̃ ∈ Ω1(x0) with
x̃ ̸= x̄. Obviously, x̃ also has k positive components. Without loss of generality, we assume
that the first k components of x̄ and x̃ are positive. Then we define

V4(t) =
n∑

i=1

wi
x̄i − x̃i

x(t)i
=

k∑
i=1

wi
x̄i − x̃i

x(t)i
, t ∈ [t0,+∞).

Similar to V3(t), we can get that V4(t) is also a constant. Therefore if we let x(tk) → x̄ and
x(tl) → x̃ as k, l → +∞, respectively, we can get

k∑
i=1

wi(1−
x̃i

x̄i
) =

k∑
i=1

wi(
x̄i

x̃i
− 1),

which indicates that for 1 ≤ i ≤ k, x̄i = x̃i. So x̄ = x̃. Therefore, the limit set Ω1(x0) is a
singleton.
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