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Abstract: Radar behavior recognition is a challenging problem in the field of pattern recognition. In
this paper, we incorporate center loss into Bidirectional Long Short-Term Memory (BiLSTM), termed C-
BiLSTM, to efficiently solve the problem. With the center loss, the C-BiLSTM model can effectively classify
the radar behavior based on the frequency information. Moreover, we collect a large Radar Behavior Dataset
including five modes, which have 4091 samples. We achieve 99.51% using the proposed deep learning model.
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Introduction

Radar behavior recognition, as a key technology of electronic interception system, has the
characteristics of identifying and detecting radar behavior mode in various application [5,
15,17,32]. Since the increasingly new complex system radars result in denser signal stream,
radar behavior identification becomes a crucial problem in electronic countermeasure field.

Radar behavior recognition is challenging in the field of radar measurement and radar
interception. Once the radar behavior is recognized, in-depth evaluation of the radar’s
capability and electronic countermeasure will be performed. Traditional interception systems
usually recognize radars with stable working mode. Nevertheless, such technologies cannot
adapt to the development of modern programmable digital radar systems. More researchers
pay attention to this problem, which shows that the machine learning methods have been
a promising way toward high performance, including Hidden Markov Model (HMM) [18],
Artificial Neural Network (ANN) [17], Support Vector Machine (SVM) [2]. All these methods
are based on conventional handcrafted features, however, which fail to deal with the fuzzy
signals for the complicated and changeable radar systems so that the performance of them
is not considered sufficiently.

Recently, deep learning is investigated in radar signal recognition. The supervised deep
learning network can directly use the labeled training data to classify radar signals. More
importantly, instead of handcrafted features in use, the raw data is directly fed into the
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network to train a model, which can learn meaningful and discriminative features in a
complex situation. In fact, deep learning has been a new state-of-the-art in the machine
learning field, which are designed with multi-layer neural networks. With the development of
parallel computation techniques, it is possible to fulfill the deep multi-layer neural network.
In particular, deep learning techniques have been successfully applied to the recognition
tasks. Through increasing the number of layers and the number of neurons in every layer,
the deep learning neural network can express complex functions. Based on its super modeling
ability, the deep learning neural network can be used to map input data vectors to output
results. The Long Short-Term Memory (LSTM) [8] and its variant Gated Recurrent Unit
have been successfully applied to many fields, including language modeling [13,14,20], image
captioning [26,30], video analysis [1,6,10,23] and 3D action recognition [4,12,24,27]. Such
methods can also be used to solve our problems since the radar signal has a temporal
relationship [11,22].

The publicly available datasets are very important to researchers, as far as we know, but
most of the previous research in the field of radar signal recognition were conducted with
their own data. And few datasets related to radar signal recognition are publicly available.
In this paper, we collect a large radar behavior dataset including five modes of radar signals
which have 4091 samples, helping more researchers to evaluate and compare their algorithms
by using the same radar dataset. In addition, we first introduce LSTMs to recognize the
radar signal, including the searching, tracking, ISAR imaging and their combine modes.
As is known to us, the Center Loss [28] helps to minimize the intra-class variations. As
illustrated in Figure 1, we introduce the center loss into Bidirectional Long Short-Term
Memory (BiLSTM) to cope with internal variations. The results show the effectiveness of
our proposed algorithm. In summary, we have following contributions:

1. We collect a large radar signal dataset, helping more researchers to evaluate and com-
pare their algorithms.

2. We develop a radar signal recognition system via BiLSTM and achieve a significant
performance.

3. We introduce the center loss into the BiLSTM network to improve the traditional
softmax loss function.

The rest of the paper is organized as follows. Section 2 introduces the related works,
and Section 3 describes the details of the proposed method. Experiments and results are
presented in Section 4. Finally, Section 5 concludes the paper.

Related Work

Recently, a lot of improved machine learning based radar emitter behavior identification tech-
nique emerged. Petrov has proposed an Artificial Neural Network (ANN) based method [17].
By this means, it deals with 29094 intercepted radar signal samples, which is consisted of 12
radar parameters (such as frequency, modulation, pulse repeated intervals). For conventional
radar signal, the correct probability of identification is more than 80%. This algorithm can
extract key features from abundant radar emitter data and parameters, taking full advantage
of statistical analysis and characteristic modeling ability to acquire prior-knowledge of radar
emitter. It can realize automatic identification of radar emitter type. Another improvement
of ANN-based radar emitter behavior identification is to use the evolutionary algorithm to
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Figure 1: The architecture of radar behavior recognition system. Data preprocessing is
applied to radar sequence, yielding a variety of radar signals, such as searching, tracking
and imaging, etc. Bidirectional Long Short-Term Memory (BiLSTM) is for the first time
applied to this field, and the center loss is introduced into BiLSTM to minimize the intra-
class variations. The t-SNE method is used to visualize the data distribution, which shows
that C-BiLSTM indeed deals well with internal variations efficiently.

overcome local extreme point problem of traditional artificial neural network. By establish-
ing a general radar knowledge dataset, radar signal behavior can be influenced using the
evolutionary algorithm based radial basis function network. But this method is based upon
accurate radar parameter estimation and correct radar signal sorting, pre-treatment of radar
signal will have a great impact on this method.

Except for ANN-based methods, SVM based methods are also being proposed in the field
of radar behavior identification. SVM, based on statistical learning theory, has a good ability
of recognition and generalization capability and can be used in radar signal identification.
Normal SVM based algorithm can be split into two individual parts, training process, and
recognition process. But the traditional SVM is based on batch-wise training, causing that
when a new training sample is adopted, the whole training process has to restart with all
the training samples. In order to solve this problem, M. Zhu has proposed an online support
vector machine-based radar behavior identification method [32]. Firstly, signal features are
extracted from labeled radar signal. Then, the signal features and the labels are used to
train a series of recognition models. In the application stage, signal feature extraction is
processed when a new radar signal is entered. The signal feature transfer to OISVM classifier
to complete the recognition process. On the one hand, the affirmed recognition results are
used to support the decision-making process. On the other hand, they can also be used to
retrain the OISVM models to improve the model performance.

Other radar behavior identification methods include the graphic representation of Pulse
Description Word (PWD) method [5]. This method is based on the assumption that graphic
representation of PWDs contains an important message to distinguish different radar. This
algorithm adopts an off-line processing technique to plot the PWDs figures, which need
experts’ participation to achieve radar behavior identification while lacking the ability of
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automatic parameter extraction and on-line processing. According to practical engineering
need, J. Matuszewski has proposed a Karhunen-Loeve transformation-based radar signal
identification algorithm [15]. This algorithm can provide the probability of radar behav-
ior. However, this algorithm still has poor extensibility. Similar to above methods, its
performance has a strong dependence on prior-knowledge and it cannot process online. To
cope with these issues, we develop hereafter our radar signal recognition method based on
BiLSTM that learns to automatically extract relevant features from input data.

In the past, various models have been used to process sequential signal, such as hidden
semi-Markov models [18], conditional random fields [2], and finite-state machines [9]. Re-
cently, RNN became well-known with the development of deep learning. As a special RNN,
LSTM has been widely used in the field of voice and video because of its ability to han-
dle gradient disappearance in traditional RNNs. It has the less conditional independence
hypothesis compared with the previous models and facilitates integration with other deep
learning networks. Researchers have recently combined spatial/optical flow CNN features
with vanilla LSTM models for global temporal modeling of videos [3,7,21,25,29]. These
studies have demonstrated that deep learning models have a significant effect on action
recognition [3,16,21] and video description [25,31]. But to our best of knowledge, the fusion
of CNN and LSTM is never investigated to solve the Automatic Modulation Classification
(AMC) problem.

The Center Loss Based LSTM

Leveraging the insights from recent works, we design a center loss LSTM network for radar
behavior recognition. Figure 1 shows the architecture of the proposed network, which has
a bidirectional LSTM layer and a softmax layer give the predictions. What’s more, the
successful center loss is introduced into the loss function, which helps the BiLSTM learn
more discriminative features. In the following, we first review LSTM briefly to make the
paper self-contained. Then we introduce our method of center loss LSTM.

Overview of LSTM

The recurrent neural network (RNN) is a successful model for sequence data modeling and
feature extraction. Figure 2 shows an RNN neuron, for the recurrent neurons at some layers,
the output responses h; are calculated based on the inputs x; to this layer and the responses
h;_1 from the previous time step

hy = 0(Wynxe + Wiphi—1 + br) (3.1)

where 0(-) denotes the activation function, b, denotes the bias vector, W, is the matrix
of weights between the input and hidden layer and Wj;, is the matrix of recurrent weights
from the hidden layer to itself at adjacent time steps.

LSTM is an advanced RNN architecture which mitigates the vanishing gradient effect
of RNN. As illustrated in Figure 3, a LSTM neuron contains a memory cell ¢;, an input
gate iy, a forget gate f;, an output gate o, and an output response h;. At each time step t,
the neuron can choose to write, reset and read the memory cell governed by the input gate
i; forget gate f; and output gate o;. The memory cell has a self-connected recurrent edge,
ensuring that the gradient can pass through many steps without vanishing or exploding.
Therefore, it copes with the problem of vanishing gradient. The updates in a layer of LSTM
are summarized as follows:
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Figure 2: The structure of RNN. Figure 3: The structure of LSTM block.

i = o(Waire + Whihi—1 + Weici—1 + b;),

Jt =0(Wapre + Whyphi—1 + Weper—1 + by),

Ct = ftct—l + ittcmh(Wuxt —|— thht—l + bc)7 (32)
0ot = O'(Wacoxt + Whohi—1 + Weoer + b0)7

hy = ogtanh(cy)

To utilize the information from both the past and the future efficiently, Schuster and
Paliwal [19] proposed the bidirectional recurrent neural network (BRNN), which presents
the sequential forwards and backwards for two separate recurrent hidden layers. These two
recurrent hidden layers share a single output layer. Figure 4 shows a bidirectional recurrent
network. We can replace the nonlinear units in Figure 4 with LSTM blocks to obtain
bidirectional LSTM. Considering the sequential information of radar signal, bidirectional
LSTM can be applied to radar signal recognition.

QOutput
Backward layer l’ |’ l'
Lorward layer 6 6 @
Input ! X !

Figure 4: Bidirectional Recurrent Neural Network.

Center Loss BiLSTM

The radar behavior recognition system in Figure 1 has very powerful learning capability.
We introduce center loss into Bidirectional Long-Short Term Memory (BiLSTM), which
obtains a better performance than the state-of-the-art. The intuition behind this model is
that the auxiliary loss, which helps to differentiate the deeply learned features in BiILSTM
model. As far as we know, the center loss helps to minimize the intra-class variations, which
is incorporated into softmax loss of BILSTM, and the resulting networks achieve a better
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recognition ability. The softmax loss function is presented as follows:

W, Oi+by,

m Wi
Ly=—-Slog—S " (3.3)
) zz:; Z?:l ey Oths

Where O; denotes the output vector. Based on this, we also introduce the center loss as
follows:

2 (3.4)

i=1

Where p,, is the y;th class mean of output vectors. We update the mean vectors of each
class in every iteration and combine the softmax loss with the center loss as follows:

L=L,+0L; (3.5)

Where 6 is used for balancing two parts of loss functions, restricted in [0, 1]. Output vector
is set to O;, with e as iteration number. In each iteration, we compute the loss of BILSTM
and compute the back propagation error by

oLe 0Lt
205 00¢

OL¢
0 f
a0¢

+ (3.6)

In addition, we set scalar parameter «, which is restricted in [0, 1]. We update the mean
vector f; in the e + 1 iteration by the following formulas. Meanwhile, all the parameters
are updated in the process of training.

pstt = ps — o Aps (3.7)

With the additional loss, we can enhance the discriminative power of BiLSTM radar
behavior recognition. Mean pooling is used to obtain the final BILSTM features. By using
the way of classical online backpropagation, the network is learned. For classifying a new
radar signal, we use a majority voting rule over the outputs, which keeps only the most
probable class (argmax;e(1,,)O;) to determine the final radar class. The algorithm of the
Center Loss BILSTM (C-BiLSTM) can be seen in Table 1.

Table 1: Algorithm of Center Loss BiLSTM

Algorithm: Center Loss BiLSTM (C-BiLSTM)

set e =0
Initialize wy,, by, and py,, 1 =1,2,...,m
Initialize balancing factor 6 and update rate «
repeat
e=e+1;
Update wy,; and by, according to dL°¢/00F
Update u‘;j'l = py, — - Aug,
until convergence
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Experiments

Radar Signal Dataset

Input Radar Signals

Radar Behavior dataset including five modes: Scanning radar mode, Tracking radar mode,
TWS (Track While Scan) radar mode, Imaging radar mode and ISAR Imaging radar mode.
These modes have the corresponding samples 990, 990, 1485, 349, 205 respectively. Those
different modes can accomplish different tasks,In this paper, we use Center-loss LSTM to
recognize them.

Scanning radar mode Generally, scanning radar mode is a radar mode used to accurately
determine range, angle, and speed of a target. For scanning mode, we set the parameters
as follows: pulse width: 30us, bandwidth: 5MHz, pulse repetition interval: 5ms, inter-pulse
modulation: linear frequency modulation. The Scanning radar mode signal sketch is shown
in Figure 5.

5MHz 5MHz 5MHz 5MHz
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Figure 5: Scanning radar mode signal sketch.

Tracking radar mode In tracking radar mode, Radar detects target and determines
location as well as predict its trajectory, and generally use a narrow and symmetrical beam.
For tracking mode, we set the parameters as follows: Pulse width: 50us, bandwidth: 10MHz,
pulse repetition interval: 5ms, inter-pulse modulation: linear frequency modulation. The
Tracking mode signal sketch is shown in Figure 6.

10MHz 10MHz 10MHz 10MHz

| |
5ms !

Figure 6: Tracking radar mode signal sketch.

TWS radar mode The TWS (Track while scan) is a mode of radar operation in which the
radar allocates part of its power to tracking the targets while part of its power to scanning
the airspace. In the TWS mode, the radar has a possibility to acquire additional targets
as well as providing an overall view of the airspace and helping maintain better situational
awareness. The TWS radar model signal sketch is shown in Figure 7.

Imaging radar mode Imaging radar mode is a radar mode which is used to create
two-dimensional images, typically landscapes. Imaging radar usually provides its power to
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Figure 7: TWS radar mode signal sketch.

illuminate an area on the ground and take a picture from radio wavelength. This mode
includes three kinds of signal pulse, every five pulses are divided into a group. The Imaging
radar mode signal sketch is shown in Figure 8.

Group 1 Group 2
I I
Searching Tracking Imaging Tracking Searching Searching Tracking
EOES EO Us EOESI EOHS EOESI EOE S
5ms 5ms 5ms ¢ 5ms | < Sms o le 5ms
50ms

Figure 8: Imaging radar mode signal sketch.

ISAR Imaging radar mode ISAR (Inverse Synthetic Aperture Rada) Imaging radar
mode is a radar mode which is widely employed to obtain the high-resolution image of
moving targets such as missiles and aircrafts. This mode includes three kinds of signal
pulse, every seven pulses are divided into a group. The ISAR Imaging radar signal sketch
is shown in Figure 9.

Group 1 Group 2
| ]
Searching Searching Tracking Imaging Tracking Searching Searching Searching Searching
20u5] 0us 20us] O] &0 Ops| 200 q 5
5ms S5ms 5ms 5ms 5ms. 5ms Sms Sms
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Figure 9: ISAR Imaging radar mode signal sketch.

Radar Signals Preprocessing

In order to simplify the operation, the down-sampling is applied in this part. The radar
signals after down-sampling record the whole information of five modes. Then, we split the
entire radar signal to obtain the datasets by utilizing FFT and autocorrelation. Obviously,
the radar signal characterized by multi-pulse combination can be used to detect the cycle
through autocorrelation analysis. For different signals, the complete cycle of radar signals
can be obtained by autocorrelation and other operations. In practical applications, under
the known prior cases of the maximum period of radar modes, the real-time autocorrelation
analysis can be achieved by intercepting the maximum period of the radar mode. The
complete cycle of radar signals can be obtained by setting the autocorrelation threshold.



RADAR BEHAVIOR RECOGNITION BASED ON CENTER LOSS LSTM 255

In view of the characteristics of the multi-pulse combination of radar signals, we use the
method of Fast Fourier Transform (FFT) for the whole radar period to obtain the behavior
features. Through the comprehensive application of the data processing method, the cutting-
edge time of multiple pulses can be obtained. The cutting-edge time of each pulse is taken
as the starting point, and the FFT operation is performed for the whole period. Figure
10 shows the spectrum map of three modes of radar behavior signals after the operation of
FFT.
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Figure 10: The spectrum map of three modes of three radar behavior signals after FFT.

Signal sections for three radar pulses modes are processed by FFT. the results show different
FFT features.

I| | |
“\ ‘H‘\ 1 h'\ (A w

f\
M (M‘U ‘u\w‘u ‘H V‘w/\m\ |

TN N ﬁM fh fn“nn‘“""t "‘W‘ ’M

500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000

Figure 11: Three radar signal samples from Radar Behavior Dataset. Signal sections for
three radar pulses modes are processed by FFT. Then, smoother FFT features are derived
by Butterworth filter and normalization processing.

This method can detect and judge each pulse in real time, and it can meet the requirement
of real-time and fast. We can also use the filtering and normalization processing to regularize
the data. The Butterworth filter is performed. Figure 11 shows the final radar data, the
same three modes with Figure 10. The radar data after above processing sets up the radar
dataset of 4091 samples and five modes, and we conduct our experiments on this dataset.

Experiments on C-BiLSTM and SVM

We validate the proposed approach on the Radar Behavior Dataset. To investigate the
effectiveness of our network, we conduct extensive experiments with the architecture of
center loss LSTM. Our experiments are performed based on the TensorFlow framework
and an NVIDIA GTX 1070 GPU. Stochastic gradient descent (SGD) algorithm is used
to train our end-to-end network. We set the learning rate, decay rate and momentum to
0.001, 0.95, 0.9, respectively. The applied dropout probability in our network is 0.5. The
dimensions of the cell state of LSTM are 128. We use a mini-batch of 64 and the scalar
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parameter o and 0 are set to 0.5 and 0.01. We select 3000 samples for training and remaining
samples for testing. The training is stopped after 1000 iterations, obtaining the accuracy
of 99.51%. For comparison, we use traditional SVM under the same split of dataset, which
obtains an accuracy of 94.60%, and the traditional LSTM acquires an accuracy of 99%.
The comparison is illustrated in Figure 12. The performance proves the effectiveness of our
proposed C-BiLSTM method.

Accuracy Rate of Recognition

100.00%
99.00%
98.00%
97.00%
96.00%
95.00%
94.00%
93.00%
92.00%
91.00%
90.00%

SVM LSTM C-BiLSTM

Figure 12: Comparing with the state-of-the-arts in terms of accuracy rate.

Conclusion

In this paper, we extend the BiLSTM network to achieve a center loss BILSTM network for
radar behavior recognition, which has a strong discriminative capability with the assistance
of additional loss. The experimental results obtained from our collected Radar Behavior
Dataset validate the contributions by achieving state-of-the-art performance. Based on this,
future work will focus on deeper models and the analysis of multi data type, further improve
model robustness and radar behavior identification ability.
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