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Minimax optimization plays important role in engineering design. In many engineering
problems such as [2, 10], the maximum error depends on the frequency response function,
where the frequency response function is related to the filter length, and the filter length
represents the implementation complication and cost. Basically, if the filter length can be
chosen arbitrary large, we hope that the optimized error can approach to the ideal zero
error. However, this case is not always true. Hence, it’s required to analyze the limit of
optimal value series as the filter length increases. This can be treated as a guidance to
decide whether the problem is designed according to a given performance index.

In this paper, we consider a class of minimax optimization problems with a parameter
L, where L is the number of chosen basis functions. These problems can be transformed
into semi-infinite programming problems. We first analyze the monotonicity of the optimal
values and propose a novel method by formulating a series of simplified subproblems to find
the limit of the optimal values as the parameter L tends to infinity. Then, we apply the fixed
point theorem to prove that the maximum value obtained by the simplified subproblems is
exactly the limit of the optimal values as the parameter L tends to infinity.

The paper is organized as follows. In section 2, we consider a class of minimax optimiza-
tion problems and transform it into semi-infinite programming problems. In section 3, we
first analyze the monotonicity of the optimal values. Then, we propose a new method to
compute the limit of optimal values by introducing a series of simplified subproblems. We
apply the fixed point theorem to verify that the maximum optimal value of the subprob-
lems is exactly the limit of the optimal values of the semi-infinite programming problems.
Numerical examples are illustrated in section 4 and conclusion is summarized in section 5.

2 Problem Formulation

We consider a class of minimax optimization problems in this paper which comes from the
application problems in [2, 10]. The problem is formulated as follows:

(P )
min
x

max
t∈Ω

g(H(x, t))

s.t.H(x, t) = xφ(t),∀t ∈ Ω,

where

x = (x1,x2, · · · ,xN )T ,xi = (xi1, xi2, · · · , xiL),

H = (H1,H2, · · · ,HN )T ,φ = (φ1, φ2, · · · , φL)
T ,

Hi(x, t) =

L∑
k=1

xikφk(t)(i = 1, 2, · · · , N).

The functions {φk(t), k = 1, 2, · · · } is a set of basis functions in continuous function
space, and Ω is a given nonempty compact set in R. Hence, for each i, Hi(x, t) is expressed
as the linear combination of the basis functions and L is the number of basis functions. The
function g ∈ C2(RN ,R) and has lower bound, that is, there exists a real number M ∈ R
such that

g(H(x, t)) ≥M, ∀x ∈ RNL,∀t ∈ Ω.

It can be seen that the function max
t∈Ω

g(H(x, t)) in Problem (P ) is nonsmooth, which

can not be solved directly. In general, this problem can be transformed into a smooth
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optimization problem. For this, let y = max
t∈Ω

g(H(x, t)), the problem (P ) is equivalent to

the problem as follows:

P (L)

min
y,x

y

s.t.

{
g(H(x, t)− y ≤ 0, ∀t ∈ Ω,

H(x, t) = xφ(t),

where Ω is a compact set with infinite points. For any point t in Ω, g(H(x, t)) − y is a
constraint function. Therefore, g(H(x, t))− y contains infinite constraint functions. Then,
the minimax optimization problem (P ) is transformed into a semi-infinite programming
(SIP) problem P (L). Note that both the cost function and the constraint function for each
t are smooth, gradient based method can be used to solve the problem P (L).

Obviously, the problem (P ) (or P (L)) is related to the parameter L. Then, if the
parameter L changes, the corresponding optimal solution and optimal value also change. In
general, the parameter L is related to the implementation cost in real applications. If the
parameter L increases, then the implementation cost also increases. Hence, we optimize the
problem such that the performance can also be improved. It is necessary to analyze the
change rule between the optimal value and the parameter L.

3 Optimal Solution Analysis

3.1 Optimal solution of the problem

Denote the optimal solution and optimal value of the problem P (L) with the parameter L
by y∗L and x∗L, respectively. Obviously, we have

y∗L = max
t∈Ω

g(H(x∗L, t)).

First, we have the following result.

Lemma 3.1. The optimal value series {y∗L : L = 1, 2, · · · } of Problem P (L) is monotoni-
cally decreasing and there exists a limit as L tends to infinity.

Proof. Suppose that AL is the feasible set of the problem P (L) related to y, that is,

AL = {y ∈ R | ∃x ∈ RNL, s.t. g(H(x, t))− y ≤ 0,∀t ∈ Ω}.

To prove that {y∗L : L = 1, 2, · · · } is monotonically decreasing as L increases, it’s required
to show that AL ⊂ AL+1 as L increases, i.e., ∀y ∈ AL, we have y ∈ AL+1.

Since φk(t) is a basis function and the set of basis functions can be spanned into a space.
Denote ∆L = {φ1(t), φ2(t), · · · , φL(t)}, then ∆L is a set with respect to L. Obviously, we
have ∆L ⊂ ∆L+1, and then span(∆L) ⊂ span(∆Lk+1

), where

span(∆Lk
) = {Hi(t) : Hi(t) = xiφ(t) =

L∑
k=1

xikφk(t), i = 1, . . . , N, ∀xi ∈ RL},

H = (H1, H2, · · · , HN ).

Since Hi(x, t) ∈ span(∆Lk
), i ∈ {1, 2, · · · , N}, then for any y ∈ AL, there exists a vector

x(L) ∈ RNL, such that g(H(x(L), t))− y ≤ 0. Note that

H(x(L), t) ∈ spanN (∆L) ⊂ spanN (∆L+1).
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In particular, we choose one vector x(L+1) as

x(L+1) =
(
x
(L+1)
1 ,x

(L+1)
2 , · · · ,x(L+1)

N

)T

,

x
(L+1)
i =

(
x
(L+1)
i , x

(L+1)
i , · · · , x(L+1)

i , 0
)T

,

then, we obtain
H(x(L+1), t) =H(x(L), t),

and
g(H(x(L+1), t))− y = g(H(x(L), t))− y ≤ 0, ∀t ∈ Ω.

Hence, y ∈ AL+1. Note that y is arbitrary, we have AL ⊂ AL+1.
Obviously, the optimal value series of the cost function is monotonically decreasing as L

increases.
Moreover, g has a lower bound and the optimal value is monotonically decreasing as L

increases, there must be a limit of the optimal value series {y∗L}. The proof completes.

Since the optimal value series is monotonically decreasing, its limit must be the best
value, which has the guidance sense in practice. That is, if the designed performance is
better than the limit, it is impossible to find a suitable L such that performance is satisfied,
and then the design can be ignored. If the designed performance is poorer than but very
close to the limit, it is required to choose a sufficient large L to implement the design. If the
designed performance is poorer than and not close to the limit, then the design is normal
and can be implemented easily.

By Lemma 3.1, the limit lim
L→+∞

y∗L can be approximated by the optimal value y∗L when

L is a sufficiently large value. However, if L increases, the number of variables also increases
and the computation of the optimal value becomes very expensive. Then, efficient method
for computing the limit is required.

Remark 3.2. For the choice of L to estimate the limit by the optimal value y∗L, it is required
to analyze the estimated error between the limit and the optimal value y∗L. However, the
estimation depends on the choice of basis functions. Then, there is no uniform formula of
the estimation for different basis functions. Basically, the analysis of power series is easy,
while the analysis of trigonometric series is relatively difficult. Furthermore, since there is
an optimization operation, the function H(x(L∗), t) is not necessary the partial sum of the
expansion of lim

L→+∞
H(x(L∗), t). Then, the estimation of the error can be very large. For

this, we estimate the limit by gradually increasing the parameter L in numerical experiment
and choose L when the improvement of the performance is sufficiently small.

3.2 Limit value analysis

In order to find the limit of the problem P (L), we propose a novel method by treating the
function H as the variables and solve the problem directly. That is, for each t ∈ Ω, we
formulate a subproblem as follows:

P (t)

min
y,H

y

s.t.

{
g(H, t)− y ≤ 0,

H = (H1, H2, · · · , HN ).
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It can be seen that for each t ∈ Ω, the problem P (t) is a general optimization problem,
where H(t) is the decision vector. Denote the optimal value of the problem P (t) by y∗t .

Then for any t ∈ Ω, the optimal solution H
∗
(t) and the corresponding optimal value can be

obtained by solving Problem P (t). Then, we set

y∗ = max
t∈Ω

y∗t . (3.1)

Note that the optimization of H(t) has ignored the effect of the parameter L, therefore,
y∗ must be better than all the optimal values of the problem P (L). To find the conditions
such that y∗ is the limit of the optimal value series {y∗L : L = 1, 2, · · · }, we first have the
following lemma.

Lemma 3.3. If y∗t is the optimal value of Problem P (t) for any t ∈ Ω, then the constraint

must be active, that is, g(H
∗
t , t) = y∗t .

Proof. Assume that the constraint is not active, that is, g(H
∗
t , t) − y∗t < 0. Define a new

number y∗0 by y∗0 = g(H
∗
t , t), then we obtain

y∗t > g(H
∗
t , t) = y∗0 ,

g(H
∗
t , t)− y∗0 = 0.

Then, (y∗0 ,H
∗
t ) is also a feasible solution of Problem P (t). However, y∗0 is better than y∗t ,

which contradicts the optimality of y∗t . Hence, the assumption does not hold and we have

g(H
∗
t , t)− y∗t = 0. The proof completes.

By Lemma 3.3, if Problem P (t) is optimized, the constraint must be active. Hence,

(y∗t ,H
∗
t ) is also the optimal solution of the following problem with equality constraint.

P̃ (t)

min
y,H

y

s.t.

{
g(H, t)− y = 0,

H = (H1, H2, · · · , HN ).

The KKT optimality condition satisfies the following condition:

(∇wf(w0))
T
= 0, (3.2)

wherew = (λ, y,H), f(w) = y+λ(g(H, t)−y) is the Lagrange function, λ is a multiplier, and

w0 = (λ0, y0,H0) is the optimal value of Problem P̃ (t) at t0 ∈ Ω. By direct computations,
(3.2) becomes

F (t0,w0) = 0,

where

F (t,w) =

 1− λ
g(H, t)− y

λ
(
∇Hg(H, t)

)T
 .

Note that F is a (N +2)-dimensional vector function, its gradient with respect to w can be
computed as

∇F =

 −1 0 0
0 −1 ∇Hg(H, t)(

∇Hg(H, t)
)T

0 λ∇2
H
g(H, t)

 .
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Then, by direct computations, we obtain

det (∇F ) = λ det
(
∇2

H
g(H, t)

)
.

Based on the discussion above, it is obvious that the optimality condition is a group of
equations for each t. Then, the optimal solution w can be determined by the equations (3.2)
for any t in Ω. Hence, the optimal solution w is a vector function of t. To discuss whether
this function is continuous, we have the following theorem.

Theorem 3.4. Suppose that F (t0,w0) = 0, det
(
∇2

H
g(H0, t0)

)
̸= 0. If F and ∇F are

continuous in U × V ⊂ R × RN+2, which is a neighborhood of the point (t0,w0). Then,
there exists a neighborhood U0 × V0 ⊂ U × V of (t0,w0) , and a unique continuous function
ψ : U0 → V0 such that F (t,ψ(t)) = 0, t ∈ U0.

Proof. First, we denote the closed interval with center t0 and distance r by B(t0, r), and
the closed ball with center w0 and distance δ by B(w0, δ). We denote all continuous vector
functions which are defined in B(t0, r) and taken value in B(w0, δ) by C(B(t0, r), B(w0, δ)).

Since the constraint is active, we have λ ̸= 0, and

det (∇F (t0,w0)) = λ det
(
∇2

H
g(H0, t0)

)
̸= 0.

Then, the matrix ∇F (t0,w0) is invertible and we have

(∇F (t0,w0))
−1 ∇F (t0,w0) = I. (3.3)

Define a mapping T : ψ → Tψ as follows.

(Tψ)(t) = ψ(t)− (∇F (t0,w0))
−1
F (t,ψ(t)), t ∈ B(t0, r).

First, we define a norm in C(B(t0, r), B(w0, δ)). For any two vector functions ψ(t) and
ϕ(t) on C(B(t0, r), B(w0, δ)), its norm can be defined by

∥ψ(t),ϕ(t)∥∞ = max
i∈{1,2,··· ,N+2}

max
t∈B(t0,r)

|ψi(t)− ϕi(t)|.

It follows by (3.3) and the continuity of ∇F that ∀ϵ > 0, there exist r > 0, δ > 0 and
continuous functions φ1, · · · ,φN+2 ∈ C(B(t0, r), B(w0, δ)), such that∥∥∥I − (∇F (t0,w0))

−1
G(φ1, · · · ,φN+2)

∥∥∥
∞
< ϵ,

where ∥.∥∞ is the maximum of the absolute value of all matrix elements, and

G(φ1, · · · ,φN+2) =

 ∇F1(t,φ
1)

...
∇FN+2(t,φ

N+2)

 .

Hence, for any two vector functions ψ(t),ϕ(t) in C(B(t0, r), B(w0, δ)), we have

Tψ − Tϕ = ψ(t)− ϕ(t)−
[
(∇F (t0,w0))

−1
(F (t,ψ(t))− F (t,ϕ(t)))

]
.

Based on the mean value theorem, there exists ηi ∈ (0, 1) such that

φi(t) = ηiψ(t) + (1− ηi)ϕ(t),
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and
Fi(t,ψ(t))− Fi(t,ϕ(t)) = ∇Fi(t,φ

i(t))(ψ(t)− ϕ(t)).

Note that
∥φi(t)−w0∥∞

= ∥ηi(ψ(t)−w0) + (1− ηi)(ϕ(t)−w0)∥∞

≤ ηi∥ψ(t)−w0∥∞ + (1− ηi)∥ϕ(t)−w0)∥∞

≤ ηiδ + (1− ηi)δ = δ,

we have φi(t) ∈ C(B(t0, r), B(w0, δ), ∀i = 1, 2, · · · , N + 2. Then,

(∇F (t0,w0))
−1

(F (t,ψ(t))− F (t,ϕ(t)))

= (∇F (t0,w0))
−1

 ∇F1(t,φ
1)

...
∇FN+2(t,φ

N+2)

 (ψ(t)− ϕ(t))

= (∇F (t0,w0))
−1
G(φ1, · · · ,φN+2)(ψ(t)− ϕ(t)).

Hence, we have

∥Tψ − Tϕ∥∞

=
∥∥∥(I − (∇F (t0,w0))

−1
G(φ1, · · · ,φN+2)

)
(ψ(t)− ϕ(t))

∥∥∥
∞

≤ (N + 2)
∥∥∥I − (∇F (t0,w0))

−1
G(φ1, · · · ,φN+2)

∥∥∥
∞

· ∥(ψ(t)− ϕ(t))∥∞

≤ (N + 2)ϵ∥(ψ(t)− ϕ(t))∥∞.

Set ϵ < 1
2(N+2) , it implies that

∥Tψ − Tϕ∥∞ <
1

2
∥ψ − ϕ∥∞.

Therefore, T is a contraction mapping in the subspace C(B(t0, r), B(w0, δ)).
Furthermore, it follows by (3.3) and the continuity of F (t,w) that there exists r1 > 0

such that if 0 < r < r1, we have for any t ∈ B(t0, r) that∥∥∥(∇F (t0,w0))
−1
F (t,w0)

∥∥∥
∞

=
∥∥∥(∇F (t0,w0))

−1
F (t,w0)− F (t0,w0)

∥∥∥
∞

< δ
2 .

(3.4)
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For convenience, we also denote the constant function defined in B(t0, r) and equals to w0

by w0. Obviously, w0 ∈ C(B(t0, r), B(w0, δ)), then

Tw0 = w0 − (∇F (t0,w0))
−1
F (t,w0). (3.5)

By (3.4) and (3.5), we have

∥Tw0 −w0∥∞ =
∥∥∥(∇F (t0,w0))

−1
F (t,w0)

∥∥∥
∞
<
δ

2
.

Thus, for any ψ ∈ C(B(t0, r), B(w0, δ)) which satisfies ψ(t0) = w0, if 0 < r < r1, we obtain

∥Tψ −w0∥∞ ≤ ∥Tψ − Tw0∥∞ + ∥Tw0 −w0∥∞
≤ 1

2∥ψ −w0∥+ δ
2

≤ δ
2 + δ

2 = δ.

Let X = C(B(t0, r), B(w0, δ)), then (X, ∥.∥∞) is a Banach space, which is complete.
Note that T is a contraction mapping and TX ⊂ X. It follows by the fixed point theorem
that there exists a unique ψ ∈ X such that Tψ = ψ, i.e.,

ψ(t)− (∇F (t0,w0))
−1
F (t,ψ(t)) = ψ(t), ∀t ∈ B(t0, r).

Then,

(∇F (t0,w0))
−1
F (t,ψ(t)) = 0, ∀t ∈ B(t0, r).

Hence, we have

F (t,ψ(t)) = 0, ∀t ∈ B(t0, r).

Note that ψ(t) is unique, we obtain ψ(t0) = w0. The proof completes.

In order to discuss the continuous property of ψ(t) for all t ∈ Ω, we have the following
theorem.

Theorem 3.5. Suppose that F (t,w(t)) = 0, det
(
∇2

H
g(H, t)

)
̸= 0, ∀t ∈ Ω. If F and ∇F

are continuous in a neighborhood of the point (t,w(t)) for any t ∈ Ω. Then, w(t) must be
continuous in Ω and is the unique function which satisfies F (t,w(t)) = 0,∀t ∈ Ω.

Proof. It follows by Theorem 3.4 that for any v ∈ Ω, there exist rv > 0, and a unique
continuous function ψv(t), which is defined in B(v, rv), such that F (v,ψv(t)) = 0,∀t ∈
B(v, rv). Then, the equations F (v,ψv(t)) = 0 is also satisfied in the open interval B(v, rv).

For the set of open intervals {B(v, rv)i, v ∈ Ω}, it is a cover of the set Ω. Since Ω is
compact, there exists a finite subset vi, i = 1, 2, · · · ,mv, such that the set {B(vi, rvi) : i =
1, · · · ,mv} is also a cover of Ω.

For each intervalB(vi, rvi), it follows by the uniqueness ofψ(t) which satisfies F (t,ψ(t)) =
0 that ψ(t) = w(t),∀t ∈ B(vi, rvi). Since w(t) is continuous in each interval B(vi, rvi), w(t)
is also continuous in the union of the set {B(vi, rvi) : i = 1, · · · ,mv}. Hence, w(t) is also
continuous in Ω. The proof completes.

Then, by the theorems above, we can show that the limit can be obtained by the proposed
method, which is stated as follows.
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Theorem 3.6. Assume that the conditions in Theorem 3.4 hold for any t in Ω, then,

lim
L→+∞

y∗L = max
t∈Ω

y∗t .

Proof. For each t ∈ Ω, we can obtain the optimal cost function value y∗t and the optimal

solution H
∗
t of Problem P (t), where the constraint is also active. Let H

∗
(t) = H

∗
t , we

can define a vector function H
∗
(t) for all t ∈ Ω such that g(H

∗
(t)) − y∗t = 0, where

H
∗
(t) = (H

∗
1(t), H

∗
2(t), · · · , H

∗
N (t)).

It follows by Theorem 3.5 that we have H
∗
(t) ∈ CN (Ω). Then, there exists a series

{H(L)(t) : L = 1, 2, . . .} with each H(L)(t) in spanN (∆L) such that

lim
L→+∞

H(L)(t) =H
∗
(t), ∀t ∈ Ω.

Define a new problem:

min y

s.t. g(H(L)(t))− y ≤ 0,∀t ∈ Ω.

This problem is only a special case of Problem P (L). Suppose that the optimal value of the
problem above is yL∗. Then, by the optimality of Problem P (L), we have yL∗ ≥ y∗L. Note
that the constraint must be active at some t ∈ Ω, it follows by the continuity of the function
g that we have

lim
L→+∞

0 = lim
L→+∞

(
max
t∈Ω

g(H(L)(t))− yL∗
)

= max
t∈Ω

g(H
∗
(t))− lim

L→+∞
yL∗.

Hence,
lim

L→+∞
yL∗ = max

t∈Ω
y∗t .

Since yL∗ ≥ y∗L, then
lim

L→+∞
y∗L ≤ lim

L→+∞
yL∗ = max

t∈Ω
y∗t . (3.6)

On the other hand, for each L, we have H
∗L ∈ spanN (∆L) ⊂ CN (Ω). Note that the

optimization of Problem P (t) in the space CN (Ω) is optimal, we have

y∗L ≥ max
t∈Ω

y∗t .

Then, we obtain
lim

L→+∞
y∗L ≥ max

t∈Ω
y∗t . (3.7)

Thus, by (3.6) and (3.7), we have

lim
L→+∞

y∗L = max
t∈Ω

y∗t . (3.8)

The proof completes.

The importance of Theorem 3.6 is that we can have two ways to compute the limit of
the optimal values. The first is to increase the parameter L, where a sufficiently large value
should be chosen to estimate the limit. However, the number of variables is very large and
the optimization is very expensive. The second is to solve the subproblem P (t) for every t
and find the maximum. Since the parameter L is ignored, the complexity of each subproblem
has been greatly reduced and the limit can be obtained efficiently.
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4 Numerical Experiments

In the section, the relation (3.8) can be verified by the following two examples, where the
computations were implemented in Matlab.

Example 4.1. We consider the minimax optimization problem as follows:

min
x∈RNL

max
t∈Ω

∣∣∣AT (t)H(x, t)−Gd(t)
∣∣∣2 + N∑

k=1

H2
k(x, t)

s.t.


Ak(t) = cos((2k − 1)t+ 2), k = 1, 2, · · · , N,

Hk(x, t) =
L∑

i=1

xkit
i−1, k = 1, 2, · · · , N,

where N = 4 and

Ω = Ω1 ∪ Ω2, Ω1 = [0.1π, 0.3π], Ω2 = [0.5π, π],

Gd(t) =

{
1, t ∈ Ω1,
0, t ∈ Ω2.

This example can be considered as an interpolation problem, where the power functions
are used as the basis functions and Hk(x, t) is the polynomial function. It can be seen that
this minimax optimization problem is equivalent to the semi-infinite programming problem
as follow:

min
z,x

z

s.t.
∣∣∣AT (t)H(x, t)−Gd(t)

∣∣∣2 + N∑
k=1

H2
k(x, t) ≤ z.

First, we choose the parameter L from 1 to 10 and solve the problem. The optimal values
can be depicted in Figure 1. It can be seen that the optimal value series is monotonically
decreasing as L increases.

Next, it’s not difficult to verify that the conditions in Theorem 3.5 hold. Then, we can
apply the proposed method to compute the limit of the optimal values. For this, we compute
the optimal value by solving the subproblems for each t, then we take the maximum and
obtain the limit, which can also be depicted in Figure 1. It is obvious that the optimal
value series approaches to the limit as L tends to infinity. Hence, the relation (3.8) has
been verified. Note that, the running time of computing the limit is only 0.5772 seconds.
However, it costs 21.3721 seconds to obtain the maximum z∗ = 0.3401 in the case that
L = 6, which shows that the proposed method is efficient.

Example 4.2. In acoustic signal processing [10], the linear phase FIR filters are designed
such that the actual response fits to a given ideal response. This problem can be transformed
into a minimax optimization problem as follow:

min
x∈RNL

max
f∈Ω

∣∣∣AT (f)H(x, f)−Gd(f)
∣∣∣2 + 2

N∑
k=1

H2
k(x, f)

s.t.


Ak(f) = cos((2k − 1)f + 2), k = 1, 2, · · · , N,

Hk(x, f) =
L∑

i=1

xki cos(if), k = 1, 2, · · · , N,
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Figure 1: The optimal values with different parameter L in Example 1.

where N = 5 and

Ω = Ω1 ∪ Ω2, Ω1 = [0.05π, 0.5π], Ω2 = [0.6π, π],

Gd(f) =

{
1, f ∈ Ω1,
0, f ∈ Ω2.

The first term of the cost function is the error between the actual response function and
the second term is the regularization to prevent the singularity of the problem. It can be
seen that the cosine functions are used as the basis functions. This minimax optimization
problem is translated into the semi-infinite programming problem as follow:

min
z,x

z

s.t.
∣∣∣AT (f)H(x, f)−Gd(f)

∣∣∣2 + 2
N∑

k=1

H2
k(x, f) ≤ z.

To solve this problem, we first verify that the conditions in Theorem 3.5 hold. Then,
we treat the function H(x, f) as the variables first and obtain the limit as 0.4545. Next,
we choose the parameter L from 1 to 12 and obtain the corresponding optimal values by
solving the problems. The optimal values and the limit value can be depicted in Figure 2.
It can be seen that the optimal value series is monotonically decreasing and approaches to
the limit as L tends to infinity. Thus, the relation (3.8) is true and the proposed method
is effective. Furthermore, we apply the proposed method to compute the limit with only
0.3276 seconds, while the running time to obtain the maximum is 51.7143 seconds in the
case that L = 8. Hence, the proposed method is more efficient.

5 Conclusion

In this paper, we considered a class of minimax optimization problems with parameter L,
which can be transformed into a series of equivalent semi-infinite programming problems
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Figure 2: The cost function value with different parameter L in Example 2.

and can be solved by gradient based method. We analyze the limit of the optimal values
as the parameter tends to infinity. To compute the limit, we proposed a novel method by
decomposing the problem into a series of simplified subproblems. Then, we computed the
maximum of these optimal values to obtain the limit. Furthermore, we deduced the condition
and applied the fixed point theorem to support the theoretical basis of the proposed method.
Finally, we verified the effectiveness and efficiency of the proposed method by numerical
examples which show that the suitable L value is different with different basis functions.
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