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Abstract: Multivariate linear regression is a major concern in statistics and machine learning. To capture the low rank structure in high-dimensional data sets, one popular model is the nuclear norm regularized multivariate linear regression (NMLR). Recently, there are some screening rules for LASSO that can eliminate inactive features in data sets under different tuning parameters. To the best of our knowledge, there are no screening rules for NMLR in the view of optimization. To establish such rules, we study the duality theory of NMLR and find out that its dual solution is a projection on a compact and convex set. According to properties of the projection operator, we establish our screening rules, which identify inactive singular values and estimate the maximal rank of the solution. In addition, we propose an alternating direction method of multipliers (ADMM) to solve NMLR. The numerical experiments on simulation and real data sets illustrate the efficiency of our algorithm.
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1 Introduction

High-dimensional multivariate linear regression is widely used in many research areas, such as environmental science (Abyaneh [1]), gene expression (Peng et al. [23]), operations research (Noorossana et al. [21]) and so on. For example, Peng et al. [23] measured the influence of DNA copy number alterations on RNA transcript levels in a breast cancer study. This study includes 172 samples, 384 DNA copy number and 654 breast cancer related RNA expressions for every sample. Here, the predictors are 384 DNA copy number and the responses are 654 breast cancer related RNA expressions. Thus, the prediction matrix is 172 by 384 and the response matrix is 172 by 654. To explore this influence, a direct way is the multivariate linear regression. Note that the sample size is less than the number of predictors or responses. So, the data is high-dimensional. For this type data, one common assumption of the coefficient matrix is low rank. However, optimization problems with the
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low rank constraint are NP-hard. The regularization technique is always used to deal with these problems, and one popular regularizer is the nuclear norm (see, e.g., Agarwal et al. [2], Negahban et al. [20] and Yuan et al. [31]). Therefore, our concern is the nuclear norm regularized multivariate linear regression (NMLR).

Recently, there are some screening rules for LASSO with the help of optimization techniques, which identify inactive predictors under different tuning parameters. See, e.g., Fan et al. [9], Ghaoui et al. [8], Tibshirani et al. [26], Wang et al. [28], Ndiaye et al. [19], Kuang et al. [15], Xiang et al. [30], Lee et al. [16], Pan and Xu [22]. For example, Fan et al. [9] proposed the sure independence screening (SIS), which reduces dimensionality of predictors below sample size. Ghaoui et al. [8] constructed SAFE rules to eliminate inactive predictors, which are based on the duality theorem in optimization. The SAFE rules never remove active predictors. Tibshirani et al. [26] proposed strong rules for discarding inactive predictors under the assumption of the unit slope bound. The strong rules screen out far more predictors than SAFE rules in practice and can be more efficient by checking Karush-Kuhn-Tucker (KKT) conditions for any predictor. Wang et al. [28] built the dual polytope projection (DPP) and the enhanced version EDPP to discard inactive predictors. They showed that EDPP had a better performance in screening out inactive predictors than SAFE rules and strong rules. Ndiaye et al. [19] built up statics and dynamic gap safe screening rules, which are based on the gap between feasible points of LASSO and its dual problem. As we all know, the sparsity means many elements of the coefficient vector are zero, which implies lots of the predictors are inactive. Therefore, under different tuning parameters, these screening rules provide the estimation of the sparsity of the coefficient vector. By analyzing the above results, we know that optimization techniques play important roles in identifying inactive predictors for LASSO. This opens a hope that we may build up screening rules for NMLR from the point of view of optimization. However, the low rank matrix does not mean the sparsity of its elements, but the sparsity of its singular value vector. One nature question is: how to establish the screening rules for NMLR?

This paper will deal with this problem and give an affirmative answer. In order to do so, we present the dual problem of NMLR and find that the dual solution is the projection on a compact and convex set. With the help of the strong duality theorem, we present that inactive singular values of the solution of NMLR can be identified by its dual solution. However, the dual solution may be complex to be computed for every tuning parameter. Based on the nonexpansivity of the projection operator, we give an estimate set for the dual solution of NMLR. Therefore, we get a singular value screening rule SSR, which identifies inactive singular values and estimate the maximal rank of the solution of NMLR, under different tuning parameters. According to the firm nonexpansivity of the projection operator, we continue to get the enhance version SSR+, which behaves better than SSR surely. In addition, we propose an alternating direction method of multipliers (ADMM) to solve NMLR. To illustrate the efficiency of our algorithm, we implement some numerical experiments on simulation and real data sets. By comparing ADMM with existing solvers SLEP and CVX, we verify that ADMM is an efficient way to solve NMLR.

The rest of this paper is organized as follows. In Section 2, we review some basic concepts and results. Section 3 presents the model analysis of NMLR and its duality theory. In Section 4, we propose two singular value screening rules based on properties of the projection operator. In Section 5, we propose an alternating direction method of multipliers(ADMM)
to solve NMLR. To verify the efficiency of ADMM, we also implement some numerical experiments. Some conclusion remarks are given in Section 6.

Notations: Let $M \in \mathbb{R}^{p \times q}$ be any matrix. Suppose $M$ has a singular value decomposition with nondecreasing singular values $\sigma_1(M) \geq \sigma_2(M) \geq \cdots \geq \sigma_r(M) \geq 0$, where $r = \min\{p, q\}$ and it is used throughout this paper. There are some norms related to $M$ and these definitions are used throughout the paper. The Frobenius norm $\| \cdot \|_F$ is defined as $\|M\|_F = \sqrt{\sum_{i=1}^{p} \sum_{j=1}^{q} M_{ij}^2} = \sqrt{\text{tr}(M^T M)} = \sqrt{\sigma_1(M)^2 + \cdots + \sigma_r(M)^2}$. The nuclear norm $\| \cdot \|_*$ is the sum of singular values, i.e., $\|M\|_* = \sum_{i=1}^{r} \sigma_i(M)$. The spectral norm $\| \cdot \|_2$ is the largest singular value, i.e., $\|M\|_2 = \sigma_1(M)$. For any vector $x \in \mathbb{R}^n$, the 2-norm $\| \cdot \|_2$ is defined as $\|x\|_2 = \sqrt{\sum_{i=1}^{n} x_i^2}$.

2 Preliminaries

In this section, we give some basic concepts and results in optimization. The following definitions and results are from Rockafellar [24].

Definition 2.1. Let $f : \mathbb{R}^{p \times q} \to \mathbb{R}$. For any $M \in \mathbb{R}^{p \times q}$, the conjugate function $f^* : \mathbb{R}^{p \times q} \to \mathbb{R}$ is defined as $f^*(M) = \sup_{N \in \text{dom}(f)} \{ \langle M, N \rangle - f(N) \}$.

If $f(M) = \|M\|_*$, we can get

$$f^*(M) = \sup_{N \in \mathbb{R}^{p \times q}} \{ \langle M, N \rangle - \|N\|_* \} = \delta_{\|\cdot\|_2 \leq 1}(M),$$

where $\delta_{\|\cdot\|_2 \leq 1}(M)$ is an indicator function defined as

$$\delta_{\|\cdot\|_2 \leq 1}(M) = \begin{cases} 0, & \|M\|_2 \leq 1 \\ +\infty, & \|M\|_2 > 1. \end{cases}$$

If $f(M) = \frac{1}{2}\|M\|_F^2$,

$$f^*(M) = \sup_{N \in \mathbb{R}^{p \times q}} \left\{ \langle M, N \rangle - \frac{1}{2}\|N\|_F^2 \right\} = \frac{1}{2}\|M\|_F^2.$$
(2) firmly nonexpansive, i.e.,
\[ \|P_{\Omega}(\omega_1) - P_{\Omega}(\omega_2)\|^2 + \| (I - P_{\Omega})(\omega_1) - (I - P_{\Omega})(\omega_2)\|^2 \leq \|\omega_1 - \omega_2\|^2, \forall \omega_1, \omega_2 \in \Omega, \]
where \( I \) is the identity operator.

For singular values of matrixes, there are some basic inequalities (Roger [25]) that are useful for our paper.

**Lemma 2.4.** Suppose \( P, Q \in \mathbb{R}^{p \times q} \) and \( r = \min\{p, q\} \). Two basic inequalities for singular values are showed as follows.

\[ \sigma_{i+j-1}(P + Q) \leq \sigma_i(P) + \sigma_j(Q), \quad i, j \in \{1, 2, \ldots, r\}, i + j \leq r + 1; \]

\[ \sigma_{i+j-1}(PQ^T) \leq \sigma_i(P)\sigma_j(Q), \quad i, j \in \{1, 2, \ldots, r\}, i + j \leq r + 1. \]

In particular,

\[ \sigma_i(P + Q) \leq \sigma_i(P) + \sigma_1(Q), \quad i \in \{1, 2, \ldots, r\}; \]

\[ \sigma_1(PQ^T) \leq \sigma_1(P)\sigma_1(Q) = \|P\|_2\|Q\|_2. \]

### 3 Duality theory

In this section, we introduce the nuclear norm regularized multivariate linear regression (NMLR) and show its duality theory from the optimization perspective.

The nuclear norm regularized multivariate linear regression (NMLR, Yuan et al. [31]) is given as

\[
\min_{B \in \mathbb{R}^{p \times q}} \left\{ \frac{1}{2} \|Y - XB\|_F^2 + \lambda \|B\|_* \right\}, \tag{3.1}
\]

where \( \lambda > 0 \) is the tuning parameter. In this model, \( X = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^{n \times p} \) is the prediction matrix and \( Y = (y_1, y_2, \ldots, y_n)^T \in \mathbb{R}^{n \times q} \) is the response matrix. The solution of NMLR relies on the choice of the tuning parameter \( \lambda \), so we denote it as \( B^*(\lambda) \).

Now, we consider the duality theory of NMLR. First, we rewrite NMLR as a constraint problem, which is

\[
\min_{B,A} \left\{ \lambda \|B\|_* + \frac{1}{2} \|A\|_F^2 \right\} \tag{3.2}
\]

s.t. \( Y - XB - A = 0 \).

Thus, we have the Lagrangian function of (3.2) as

\[
L(B,A;\bar{C}) = \lambda \|B\|_* + \frac{1}{2} \|A\|_F^2 + \left\langle \bar{C}, Y - XB - A \right\rangle.
\]

where \( \bar{C} \in \mathbb{R}^{n \times q} \) is a Lagrangian multiplier. We have the Lagrangian dual problem of (3.2) as

\[
\max_{\bar{C}} \min_{B,A} L(B,A;\bar{C}).
\]
It is not hard to yield the closed form of \( \min_{B,A} L(B,A;\tilde{C}) \) as follows.

\[
\min_{B,A} L(B,A;\tilde{C}) = \min_{B,A} \left\{ \lambda \|B\|_* + \frac{1}{2} \|A\|_F^2 + \left\langle \tilde{C}, Y - XB - A \right\rangle \right\} \\
= \min_{B} \left\{ \lambda \|B\|_* - \left\langle X^T \tilde{C}, B \right\rangle \right\} + \min_{A} \left\{ \frac{1}{2} \|A\|_F^2 - \left\langle \tilde{C}, A \right\rangle \right\} \\
+ \left\langle \tilde{C}, Y \right\rangle \\
= -\delta_{\|\cdot\|_2 \leq \lambda} \left( X^T \tilde{C} \right) - \frac{1}{2} \|\tilde{C}\|_F^2 + \left\langle \tilde{C}, Y \right\rangle.
\]

The last equality is a direct result of the conjugate function. Thus, the dual problem of (3.2) is

\[
\max_{\tilde{C}} \left\{ -\frac{1}{2} \|\tilde{C} - Y\|_F^2 + \frac{1}{2} \|Y\|_F^2 \right\} \\
\text{s.t.} \quad \|X^T \tilde{C}\|_2 \leq \lambda.
\]

Taking \( \tilde{C} = \frac{\tilde{\lambda}}{\lambda} \), the last equation is equivalent to

\[
-\min_{\tilde{C}} \left\{ \frac{\lambda^2}{2} \left\| C - \frac{Y}{\tilde{\lambda}} \right\|_F^2 - \frac{1}{2} \|Y\|_F^2 \right\} \\
\text{s.t.} \quad \|X^T \tilde{C}\|_2 \leq 1.
\]

Denote the feasible area of (3.3) as

\[
\Omega_D = \left\{ C \left| \|X^T C\|_2 \leq 1 \right. \right\}.
\]

It is clear that \( \Omega_D \) is a compact and convex set, and the solution of (3.3) is

\[
C^*(\lambda) = P_{\Omega_D} \left( \frac{Y}{\lambda} \right), \tag{3.4}
\]

where \( P_{\Omega_D} (\cdot) \) denotes the projection operator on \( \Omega_D \). Note that \( \Omega_D \) is not a polytope, which is different from LASSO in vector case, see, Wang et al. [28]. From the optimality conditions analysis, we have the Karush-Kuhn-Tucker (KKT) system of (3.2) and (3.3)

\[
\begin{cases}
X^T C \in \partial \|B\|_*, \\
A = \lambda C, \\
Y - XB - A = 0.
\end{cases} \tag{3.5}
\]

If a pair \((B^*(\lambda), A^*(\lambda), C^*(\lambda))\) satisfies the KKT system, it is called the KKT point of (3.2) and (3.3). Based on the convex optimization analysis, it holds the strong duality theorem.

**Theorem 3.1** (Strong duality theorem). The linear constraint optimization problem (3.2) satisfies Slater’s constraint qualification and there is a KKT point \((C^*(\lambda), B^*(\lambda), A^*(\lambda))\) such that the optimal values of (3.2) and (3.3) are equal, i.e.,

\[
\lambda \|B^*(\lambda)\|_* + \frac{1}{2} \|A^*(\lambda)\|_F^2 = -\left( \frac{\lambda^2}{2} \left\| C^*(\lambda) - \frac{Y}{\lambda} \right\|_F^2 - \frac{1}{2} \|Y\|_F^2 \right).
\]

Here, \((B^*(\lambda), A^*(\lambda))\) is the solution of (3.2) and \(C^*(\lambda)\) is the solution of (3.3).
Proof. Now we discuss the relationship between (3.2) and (3.3). The objective function of (3.2) is

$$f := \left\{ \lambda \|B\|_* + \frac{1}{2} \|A\|_F^2 \right\}$$

and the feasible area $$S := \{(B, A) \mid Y - XB - A = 0\}.$$ For convex optimization problems with linear constraints, there is an important constraint qualification named Slater’s constraint qualification (Slater’s CQ). If a convex optimization problem satisfies Slater’s CQ, it follows from Rockafellar [24] that the solutions of primal and dual problems are KKT points.

**Slater’s CQ**: There exists $$\theta \in \text{ri}(\text{dom } (f)) \cap S$$, where $$f$$ is the objective function and $$S$$ is the feasible area of optimization problem.

It is clear that there exist $$B = 0, A = Y$$ such that $$Y - XB - A = 0$$, which means that (3.2) satisfies Slater’s CQ. Because $$\Omega_D$$ is a compact and convex set and $$C^*(\lambda) = P_{\Omega_D} \left( \frac{Y}{\lambda} \right)$$, it is sure that (3.3) have a solution. By solving (3.4) under $$C = C^*(\lambda)$$, we obtain the solution of (3.2). So, based on the Rockafellar [24], the strong duality theorem holds on (3.2) and (3.3).

### 4 Singular value screening rules

In this section, we give two singular value screening rules for NMLR, which can identify inactive singular values and estimate the maximal rank of the solution of NMLR.

For NMLR, we already know that $$B^*(\lambda) = 0$$ if $$\lambda$$ is sufficiently large. The next proposition gives the lower bound of the tuning parameter $$\lambda$$ which guarantees $$B^*(\lambda) = 0$$.

**Proposition 4.1.** $$B^*(\lambda) = 0$$ is the solution of NMLR if and only if $$\lambda \geq \lambda_{\text{max}} := \|X^T Y\|_2$$.

**Proof.** We first prove the “only if” part. Based on (3.5), it is obvious that the solution of (3.3) is $$C^*(\lambda) = \frac{Y}{\lambda}$$, if $$B^*(\lambda) = 0$$. It means $$\frac{Y}{\lambda} \in \Omega_D$$ and $$\|X^T Y\|_2 \leq \lambda$$. Therefore, $$\lambda \geq \lambda_{\text{max}} := \|X^T Y\|_2$$.

Now we prove the “if” part. If $$\lambda \geq \lambda_{\text{max}}$$, we can get $$C = \frac{Y}{\lambda} \in \Omega_D$$. Under the fact that $$C^*(\lambda) = P_{\Omega_D} \left( \frac{Y}{\lambda} \right)$$, the solution of (3) is $$C^*(\lambda) = \frac{Y}{\lambda}$$. According to the $$A^*(\lambda) = \lambda C^*(\lambda)$$ in (3.5), we have $$A^*(\lambda) = Y$$. By Theorem 3.1, we get

$$\frac{1}{2} \|Y\|_F^2 + \lambda \|B^*(\lambda)\|_* = \frac{1}{2} \|Y\|_F^2.$$ 

This yields $$\|B^*(\lambda)\|_* = 0$$, which implies $$B^*(\lambda) = 0$$. 

From Proposition 4.1, we focus on the case that $$\lambda \in (0, \lambda_{\text{max}})$$ in the rest of this paper. Before presenting the detailed process of our screening rules, we get a relationship of the rank of $$B^*(\lambda)$$ and $$X^T Y$$ in some special cases, where we do not need to apply any screening rule. That is, when all singular values of $$X^T Y$$ are equal to a certain number, the rank of $$B^*(\lambda)$$ can be directly determined.
Proposition 4.2. 1. If $X^TY = 0$, then $\text{rank}(B^*(\lambda)) = 0$ holds for any $\lambda > 0$.

2. If there exists $\alpha > 0$ such that $\sigma_i(X^TY) = \alpha$ holds for any $i \in \{1,2,\ldots,r\}$, then
   \[ \text{rank}(B^*(\lambda)) = r \text{ when } \lambda \in (0,\lambda_{\text{max}}). \]

Proof. Case 1: $X^TY = 0$. In this case, $\lambda_{\text{max}} = 0$ and $B^*(\lambda) = 0$ for any $\lambda > 0$.

Case 2: All singular values of $X^TY$ are equal to a nonzero number $\alpha$, which means $\text{rank}(X^TY) = r$. In this case, $\lambda_{\text{max}} = \alpha$ and $C^*(\lambda_{\text{max}}) = \frac{\sum_i \sigma_i}{\alpha} \in \Omega_D$. For any $0 < \lambda < \alpha$,
   \[ C^*(\lambda) = P_{\Omega_D} \left( \frac{Y}{\lambda} \right) = \frac{Y}{\alpha}. \]

Replacing it into (3.5), we know that
   \[ X^TY = X^T \left( XB^*(\lambda) + \frac{\lambda Y}{\alpha} \right), \]

which leads to
   \[ \left( 1 - \frac{\lambda}{\alpha} \right) X^TY = X^T (XB^*(\lambda)). \]

Hence, $\text{rank}(X^TXB^*(\lambda)) = \text{rank}(X^TY) = r$. By using the fact that
   \[ \text{rank}(X^TXB^*(\lambda)) \leq \text{rank}(B^*(\lambda)) \leq r, \]

we know that $\text{rank}(B^*(\lambda)) = r$. Therefore, the result is proved.

Proposition 4.2 illustrates that we do not need to identify inactive singular values of $B^*(\lambda)$ in some cases, where all singular values of $X^TY$ are equal to a certain number. In the following parts, we discuss the case that $X^TY$ has at least two different singular values.

According to the $X^TC \in \partial\|B\|_*$ in (3.5) and Theorem 3.1, we easily obtain a sufficient condition for identifying inactive singular values of $B^*(\lambda)$.

Theorem 4.3. Let $i \in \{1,2,\ldots,r\}$ and $\lambda \in (0,\lambda_{\text{max}})$. If $\sigma_i(X^TC^*(\lambda)) < 1$, then
   \[ \sigma_j(B^*(\lambda)) = 0 \text{ holds for any } j \in \{i,\ldots,r\}, \]

where $B^*(\lambda), C^*(\lambda)$ are solutions of (3.1) and (3.3), respectively.

Proof. Suppose the singular value decomposition of $B^*(\lambda)$ is
   \[ B^*(\lambda) = U\Sigma V^T, \]

where
   \[ \Sigma_{ij} = \begin{cases} 0, & i \neq j, i \in \{1,2,\ldots,p\}, j \in \{1,2,\ldots,q\} \\ \sigma_i(B^*(\lambda)), & i = j \end{cases} \]

with $\sigma_1(B^*(\lambda)) \geq \sigma_2(B^*(\lambda)) \geq \cdots \geq \sigma_r(B^*(\lambda)) \geq 0$ being the singular values of $B^*(\lambda)$ and $r = \min\{p,q\}$. Then, the subdifferential of $\|B^*(\lambda)\|_*$ (Watson [29]) is
   \[ \partial\|B^*(\lambda)\|_* = \left\{ UWV^T | W \in \mathbb{R}^{p \times q}, W_{ij} \in \begin{cases} \{0\}, & i \neq j \\ \{1\}, & i = j, \sigma_i(B^*(\lambda)) > 0 \\ [0,1], & i = j, \sigma_i(B^*(\lambda)) = 0 \end{cases} \right\} \]
For (3.5), we know that 

\[ X^T C^*(\lambda) \in \partial \| B^* \|. \]

Therefore, if 

\[ \sigma_i(X^T C^*(\lambda)) < 1, \]

then \( \sigma_i(B^*(\lambda)) = 0 \), which means \( \sigma_j(B^*(\lambda)) = 0 \) holds for any \( j \in \{i, \ldots, r\} \).

For any fixed tuning parameter, Theorem 4.3 implies that sample data and the solution of (3.3) can identify inactive singular values of the solution of NMLR. It is worth noting that the number of inactive singular values decides the rank of a matrix. Based on this, the rank of the solution of NMLR can be yielded.

However, the solution of (3.3) may be complex to be computed. It is fortunate that this solution is a projection on a compact and convex set. Hence, properties of the projection operator can help us to estimate the dual solution and establish screening rules for NMLR.

### 4.1 SSR

In this section, we estimate the dual solution of NMLR with the help of the nonexpansivity of the projection operator in Lemma 2.3. Then, we propose a singular value screening rule based on the estimate area of the dual solution and Theorem 4.3.

**Theorem 4.4 (SSR).** Let \( \lambda_0 \in (0, \lambda_{\max}) \). Assume the solution \( C^*(\lambda_0) \) of (3.3) is known. For any \( i \in \{1, \ldots, r\} \), if \( \lambda < \lambda_0 \) and

\begin{equation}
\lambda > \frac{\lambda_0 \|X\|_2 \|Y\|_F}{\lambda_0 - \lambda_0 \sigma_i(X^T C^*(\lambda_0)) + \|X\|_2 \|Y\|_F},
\end{equation}

we have

\[ \sigma_j(B^*(\lambda)) = 0 \]

holds for any \( j \in \{i, \ldots, r\} \),

which leads to the solution of NMLR satisfies \( \text{rank}(B^*(\lambda)) \leq i - 1 \).

**Proof.** According to (3.4) and the nonexpansivity of \( P_{\Omega_0} (\cdot) \) in Lemma 2.3, we know that

\[ \|C^* (\lambda) - C^*(\lambda_0) \|_F \leq \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \|Y\|_F. \]

Setting \( \rho_1 := \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \|Y\|_F \), we define the set \( \Omega_1 := \left\{ C \mid \|C - C^*(\lambda_0) \|_F \leq \rho_1 \right\} \).

In order to prove the desired result, it is enough to consider \( \sup_{C \in \Omega_1} \{ \sigma_i(X^TC) \} \) by Theorem 4.3. In fact, if \( \sup_{C \in \Omega_1} \{ \sigma_i(X^TC) \} < 1, \sigma_i(C^*(\lambda)) < 1 \) must hold, which leads to \( \sigma_j(B^*(\lambda)) = 0, \forall j \in \{i, \ldots, r\} \).

Based on the definition of \( \Omega_1 \), we know that

\[
\sup_{C \in \Omega_1} \{ \sigma_i(X^TC) \} = \sup_{\|D\|_F \leq \rho_1} \{ \sigma_i(X^T(C^*(\lambda_0) + D)) \} = \sup_{\|D\|_F \leq \rho_1} \{ \sigma_i(X^TC^*(\lambda_0) + X^TD) \}.
\]
According to Lemma 2.4, we can get
\[ \sigma_i \left( X^T C^* (\lambda_0) + X^T D \right) \leq \sigma_i \left( X^T C^* (\lambda_0) \right) + \sigma_1 \left( X^T D \right) \]
and
\[ \sigma_1 \left( X^T D \right) \leq \sigma_1 (X) + \sigma_1 (D) = \|X\|_2 \|D\|_2. \]
Hence,
\[
\sup_{C \in \Omega_i} \left\{ \sigma_i \left( X^T C \right) \right\} = \sup_{\|D\|_F \leq \rho_1} \left\{ \sigma_i \left( X^T C^* (\lambda_0) + X^T D \right) \right\} \\
\leq \sup_{\|D\|_F \leq \rho_1} \left\{ \sigma_i \left( X^T C^* (\lambda_0) \right) + \sigma_1 \left( X^T D \right) \right\} \\
\leq \sup_{\|D\|_F \leq \rho_1} \left\{ \sigma_i \left( X^T C^* (\lambda_0) \right) + \|X\|_2 \|D\|_2 \right\} \\
\leq \sigma_i \left( X^T C^* (\lambda_0) \right) + \rho_1 \|X\|_2.
\]
The last equality is obtained by the fact that \( \|D\|_2 \leq \|D\|_F \leq \rho_1 \). Suppose \( \sigma_i \left( X^T C^* (\lambda_0) \right) + \rho_1 \|X\|_2 < 1 \), that is
\[ \sigma_i \left( X^T C^* (\lambda_0) \right) \leq 1 - \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \|X\|_2 \|Y\|_F. \quad (4.2) \]
We have \( \sup_{C \in \Omega} \left\{ \sigma_i \left( X^T C \right) \right\} < 1 \) and \( \sigma_i \left( X^T C^* (\lambda) \right) < 1 \). Therefore, \( \sigma_i (B^*(\lambda)) = 0 \), which implies that \( \sigma_j (B^*(\lambda)) = 0 \) for any \( j \in \{ i, \ldots, r \} \).
To obtain the closed-form of \( \lambda \), we multiply \( \lambda \) by both sides of (4.2) and get that
\[ \lambda \sigma_i \left( X^T C^* (\lambda_0) \right) \leq \lambda - \|X\|_2 \|Y\|_F + \frac{\lambda}{\lambda_0} \|X\|_2 \|Y\|_F. \]
By transforming all terms about \( \lambda \) to the right side of the last inequality, we get that
\[
\|X\|_2 \|Y\|_F \leq \lambda - \lambda \sigma_i \left( X^T C^* (\lambda_0) \right) + \frac{\lambda}{\lambda_0} \|X\|_2 \|Y\|_F = \left( 1 - \sigma_i \left( X^T C^* (\lambda_0) \right) + \frac{1}{\lambda_0} \|X\|_2 \|Y\|_F \right) \lambda,
\]
which is equivalent to
\[ \lambda > \frac{\lambda_0 \|X\|_2 \|Y\|_F}{\lambda_0 - \lambda_0 \sigma_i \left( X^T C^* (\lambda_0) \right) + \|X\|_2 \|Y\|_F}. \]
Therefore, the desired result follows.

If \( \lambda_0 \) is set and the solution \( C^*(\lambda_0) \) of (3.3) is easy to be solved, Theorem 4.4 claims that we can identify inactive singular values and estimate the maximal rank of the solution of NMLR under different tuning parameters. In general, \( C^*(\lambda_0) \) may not be computed easily for a given \( \lambda_0 \). Fortunately, for \( \lambda_0 = \lambda_{\text{max}} = \|X^T Y\|_2 \), the solution \( C^*(\lambda_0) \) equals to \( \frac{Y}{\lambda_0} \) from the proof of Proposition 4.1.
Corollary 4.5. Suppose $X^TY$ has at least two different singular values. We define the sequence of tuning parameters $\{\lambda_i^{(1)}\}_{i=1}^{r}$ as

$$
\lambda_i^{(1)} = \frac{\|X^TY\|_2 \|X\|_2 \|Y\|_F}{\|X^TY\|_2 - \sigma_i(X^TY) + \|X\|_2 \|Y\|_F}.
$$

Let $i \in \{2, \ldots, r\}$. If $\lambda \in (\lambda_i^{(1)}, \lambda_{i-1}^{(1)})$, then

$$
\sigma_j(B^*(\lambda)) = 0 \text{ holds for any } j \in \{i, \ldots, r\},
$$

which leads to the solution of NMLR satisfies $\text{rank}(B^*(\lambda)) \leq i - 1$.

Proof. According to the definition in this corollary, we know that $\lambda_1 = \lambda_{\text{max}}$. The choice of $\lambda$ in Theorem 4.4 should be satisfied that $\lambda < \lambda_{\text{max}}$, so we just discuss about the case that $i \geq 2$.

Let $\lambda_0 = \lambda_{\text{max}} = \|X^TY\|_2$. Replacing $C^*(\lambda_0) = \frac{Y}{\lambda_0}$ into (4.1), we know that

$$
\lambda > \frac{\lambda_0 \|X\|_2 \|Y\|_F}{\lambda_0 - \lambda_0 \sigma_i(X^TY) + \|X\|_2 \|Y\|_F} = \frac{\|X^TY\|_2 \|X\|_2 \|Y\|_F}{\|X^TY\|_2 - \sigma_i(X^TY) + \|X\|_2 \|Y\|_F} = \lambda_i^{(1)}.
$$

Because $\sigma_i(X^TY) \leq \sigma_{i-1}(X^TY) \leq \|X^TY\|_2$, $\lambda_i^{(1)} \geq \lambda_{i-1}^{(1)}$ holds for any $i \in \{2, \ldots, r\}$.

From Theorem 4.4, if $\lambda > \lambda_i^{(1)}$, $\sigma_j(B^*(\lambda)) = 0$ holds for any $j \in \{i, \ldots, r\}$.

Similarly, if $\lambda > \lambda_{i-1}^{(1)}$, $\sigma_j(B^*(\lambda)) = 0$ holds for any $j \in \{i-1, \ldots, r\}$.

Combining these two results, we have

$$
\sigma_j(B^*(\lambda)) = 0 \text{ holds for any } j \in \{i, \ldots, r\},
$$

when $\lambda \in (\lambda_i, \lambda_{i-1})$. Thus, the conclusion is proved.

Corollary 4.5 is a special case of Theorem 4.4 when $\lambda_0 = \lambda_{\text{max}}$. This result shows that the inactive singular values of the solution of NMLR can be identified by the sample data.

From the proof of Theorem 4.4, we know

$$
C^*(\lambda) \in \Omega_1 = \left\{ C \big| \|C - C^*(\lambda_0)\|_F \leq \rho_1 \right\}.
$$

The more accurate of $\Omega_1$, the more accurate of the singular value screening rule. Therefore, the aim of the next part is to reach a more accurate estimate of $C^*(\lambda)$, which directly results in improvement consequences of SSR. A nature idea is to improve the result by using the other properties of the projection operator.
4.2 SSR+

In this section, we get another screening rule SSR+ based on the firm nonexpansivity of the projection operator. In order to obtain the results, we first give a lemma.

**Lemma 4.6.** Let \( \lambda_0 \in (0, \lambda_{\text{max}}) \). Suppose the solution \( C^* (\lambda_0) \) of (3.3) is known. Let \( 0 < \lambda < \lambda_0 \). The dual solution \( C^* (\lambda) \) can be estimated as

\[
C^* (\lambda) \in \Omega_2 \subseteq \Omega,
\]

where \( \Omega_2 := \left\{ C \mid \left\| C - C^* (\lambda_0) - \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right\|_F \leq \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \| Y \|_F \right\} \).

**Proof.** According to the firm nonexpansivity in Lemma 2.3, we have

\[
\| C^* (\lambda) - C^* (\lambda_0) \|_F^2 + \left\| \frac{Y}{\lambda_0} - C^* (\lambda) - \frac{Y}{\lambda} + C^* (\lambda_0) \right\|_F^2 \leq \left\| \frac{Y}{\lambda - \lambda_0} \right\|_F^2.
\]

Extending \( \left\| \frac{Y}{\lambda} - C^* (\lambda) - \frac{Y}{\lambda_0} + C^* (\lambda_0) \right\|_F^2 \), (4.3) is equivalent to

\[
\| C^* (\lambda) - C^* (\lambda_0) \|_F^2 + \left\| \frac{Y}{\lambda} - \frac{Y}{\lambda_0} \right\|_F^2 - 2 \left\langle C^* (\lambda) - C^* (\lambda_0), \frac{Y}{\lambda_0} - \frac{Y}{\lambda} \right\rangle + \| C^* (\lambda) - C^* (\lambda_0) \|_F^2 \leq \left\| \frac{Y}{\lambda - \lambda_0} \right\|_F^2.
\]

This can be reformulated as \( \| C^* (\lambda) - C^* (\lambda_0) \|_F^2 \leq \left\langle C^* (\lambda) - C^* (\lambda_0), \frac{Y}{\lambda} - \frac{Y}{\lambda_0} \right\rangle \), which is equivalent to

\[
\left\| C^* (\lambda) - C^* (\lambda_0) - \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right\|_F^2 \leq \frac{1}{4} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right)^2 \| Y \|_F^2.
\]

From the definition of \( \Omega_2 \), we know that \( C^* (\lambda) \in \Omega_2 \).

For any \( C \in \Omega_2 \), we know that

\[
\| C - C^* (\lambda_0) \|_F^2 \leq \left\langle C - C^* (\lambda_0), \frac{Y}{\lambda} - \frac{Y}{\lambda_0} \right\rangle \leq \| C - C^* (\lambda_0) \|_F \cdot \left\| \frac{Y}{\lambda} - \frac{Y}{\lambda_0} \right\| \leq \| C - C^* (\lambda_0) \|_F \cdot \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \| Y \|_F.
\]

The second inequality holds because of the Cauchy inequality. So, we have

\[
\| C - C^* (\lambda_0) \|_F \leq \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \| Y \|_F,
\]

which means \( C \in \Omega_1 \) and \( \Omega_2 \subseteq \Omega \). \( \square \)

By using the similar idea in Theorem 4.4, we get the following result.
Theorem 4.7 (SSR+). Let $\lambda_0 \in (0, \lambda_{\text{max}})$. Assume the solution $C^*(\lambda_0)$ of (3) is known. For any $i \in \{1, 2, \ldots, r\}$, if $\lambda < \lambda_0$ and

$$
\lambda > \frac{\lambda_0 \|X\|_2\|Y\|_F}{2\lambda_0 - 2\lambda_0 \sigma_i \left( X^T(C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) + \|X\|_2\|Y\|_F},
$$

we have

$$
\sigma_j(B^*(\lambda)) = 0 \text{ holds for any } j \in \{i, \ldots, r\},
$$

which leads to the solution of NMLR satisfies $\text{rank}(B^*(\lambda)) \leq i - 1$.

\textbf{Proof.} Because the proof of this theorem is same with that of Theorem 4.4. We only show some key difference of the proof of this theorem. Denote $\rho_2 = \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \|Y\|_F$. We have

$$
\sup_{C \in \Omega_2} \left\{ \sigma_i \left( X^T C \right) \right\} = \sup_{\|D\|_F \leq \rho_2} \left\{ \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y + D \right) \right) \right\}
$$

$$
\leq \sup_{\|D\|_F \leq \rho_2} \left\{ \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y + D \right) \right) + \sigma_1 \left( X^T D \right) \right\}
$$

$$
\leq \sup_{\|D\|_F \leq \rho_2} \left\{ \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \|X\|_2\|D\|_2 \right\}
$$

$$
\leq \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \rho_2 \|X\|_2.
$$

The results of this theorem hold if

$$
\sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y + D \right) \right) + \rho_2 \|X\|_2 < 1, 
$$

which means

$$
\sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y + D \right) \right) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) \|X\|_2\|Y\|_F < 1. 
$$

To obtain the closed-form of $\lambda$, we multiply $2\lambda$ by both sides of (4.4) and get

$$
2\lambda \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \|X\|_2\|Y\|_F - \frac{\lambda}{\lambda_0} \|X\|_2\|Y\|_F \leq 2\lambda,
$$

which means

$$
\|X\|_2\|Y\|_F \leq 2\lambda - 2\lambda \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \frac{\lambda}{\lambda_0} \|X\|_2\|Y\|_F
$$

$$
= \left( 2 - 2\sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \frac{1}{\lambda_0} \|X\|_2\|Y\|_F \right) \lambda.
$$

Therefore,

$$
\lambda > \frac{\lambda_0 \|X\|_2\|Y\|_F}{2\lambda_0 - 2\lambda_0 \sigma_i \left( X^T \left( C^*(\lambda_0) + \frac{1}{2} \left( \frac{1}{\lambda} - \frac{1}{\lambda_0} \right) Y \right) \right) + \|X\|_2\|Y\|_F}.
$$

\hfill \Box
Theorem 4.7 needs that $C^*(\lambda_0)$ is known, but it is not easy to be computed for any $\lambda_0$. Next, we have a special result for $\lambda_0 = \lambda_{\text{max}}$.

**Corollary 4.8.** Suppose $X^TY$ has at least two different singular values. We define the sequence of tuning parameters $\{\lambda^{(2)}_i\}_{i=1}^r$ as

$$
\lambda^{(2)}_i = \frac{\|X^TY\|_2 (\|X\|_2\|Y\|_F + \sigma_1 (X^TY))}{2\|X^TY\|_2 - \sigma_1 (X^TY) + \|X\|_2\|Y\|_F}.
$$

Let $i \in \{2, \ldots, r\}$. If $\lambda \in (\lambda^{(2)}_i, \lambda^{(2)}_{i-1})$, then

$$
\sigma_j(B^*(\lambda)) = 0 \text{ holds for any } j \in \{i, \ldots, r\},
$$

which leads to the solution of NMLR satisfies $\text{rank}(B^*(\lambda)) \leq i - 1$.

## Numerical studies

In this section, we introduce the popular alternating direction multiplier method (ADMM) to solve NMLR and evaluate this method on some data sets. To illustrate the efficiency of ADMM, we compare it with SLEP (Ji and Ye [14]) and CVX (Michael and Stephen [18]), which can be used to solve NMLR.

According to Theorem 3.1, the solution of NMLR can be obtained by solving (3.3). So, we give the detailed process of ADMM for solving (3.3). We first transform (3.3) as a constrained problem

$$
\min_{C, E} \left\{ \frac{1}{2} \|C - Y\|_F^2 - \frac{1}{2} \|Y\|_F^2 + \delta \|\|2 \leq \lambda (E) \right\} \\
\text{s.t. } X^TC = E = 0.
$$

(5.1)

Therefore, the augmented Lagrangian function is

$$
L_{\sigma} (C, E; Z) = \frac{1}{2} \|C - Y\|_F^2 - \frac{1}{2} \|Y\|_F^2 + \delta \|\|2 \leq \lambda (E) \\
+ \langle Z, X^TC - E \rangle + \frac{\sigma}{2} \|X^TC - E\|_F^2.
$$

We present the ADMM for (3.3) as follows.

**Algorithm: ADMM for solving (3.3)**

**Step 0:** Set $C^0, E^0$ and $Z^0$, let $\tau \in \left(0, \frac{1+\sqrt{5}}{2}\right)$ and $\sigma > 0$;

**Step 1:** Compute $C^{k+1} = \text{argmin}_C \{L_{\sigma} (C, E^k; Z^k)\}$;

**Step 2:** Compute $E^{k+1} = \text{argmin}_E \{L_{\sigma} (C^{k+1}, E; Z^k)\}$;

**Step 3:** Compute $Z^{k+1} = Z^k + \tau \sigma (X^TC^{k+1} - E^{k+1})$.

**Step 4:** If a termination criterion is not met, go to Step 1-3.
It is easy to get the closed-form solutions of subproblems.

\[ C^{k+1} = \arg\min_C \left\{ L_\sigma \left( C, E^k, Z^k \right) \right\} \]

\[ = \arg\min_C \left\{ \frac{1}{2} \| C - Y \|_F^2 + \langle X^T Z^k, C \rangle \right\} + \frac{\sigma}{2} \| X^T C - E^k \|_F^2 \]

\[ = \left( I + \sigma X X^T \right)^{-1} \left( \sigma X E^k + Y - X Z^k \right) \]

\[ E^{k+1} = \arg\min_E \left\{ L_\sigma \left( C^{k+1}, E, Z^k \right) \right\} \]

\[ = \arg\min_E \left\{ \delta_{\|E\|_2 \leq \lambda} \left( E \right) + \frac{\sigma}{2} \left\| E - X^T C^{k+1} - \frac{Z^k}{\sigma} \right\|_F^2 \right\} \]

\[ = \Pi_{\|E\|_2 \leq \lambda} \left( X^T C^{k+1} + \frac{Z^k}{\sigma} \right). \]

Here, we set the accuracy of this algorithm as \( e = 10^{-4} \) and use the KKT condition of (3.3) as the terminal criterion. That is, if

\[ \frac{\| (X^k)^T C - E^k \|_F}{1 + \| X \|_F} < e \quad \text{and} \quad \frac{\| C^k - Y - X Z^k \|_F}{1 + \| Y \|_F} < e, \]

this algorithm will be stopped. Then, the algorithm returns \((C^k, E^k)\) as the solution of (3.3), and \(Z^k\) as the solution of NMLR.

The convergence of two-blocks ADMM is well-known. For the special case (3.3), we describe its convergence result as follows (Chen et al. [5]).

**Theorem 5.1.** Assume the solution set of (3.3) is nonempty. Let \( \{(C^k, E^k, Z^k)\} \) be generated from ADMM for \( \tau \in (0, 1 + \frac{\sqrt{5}}{2}) \). Then the sequence \( \{(C^k, E^k)\} \) converges to the solution of (3.3) and \( \{Z^k\} \) converges to the solution of NMLR.

### 5.1 Simulation data

Firstly, we simulate \( X \in \mathbb{R}^{n \times p} \) whose elements distribute the standard norm distribution. Secondly, we simulate the true coefficient matrix \( B \) as \( B = B_1 B_2^T \), where \( B_1 \in \mathbb{R}^{p \times r} \), \( B_1 \in \mathbb{R}^{q \times r} \) and all elements of \( B_1 \) and \( B_2 \) are generated from the standard norm distribution. Hence, the rank of \( B \) is \( r \). The error matrix \( W \) is simulated as norm distribution with mean 0 and standard variance 0.1. According to \( Y = X B + W \), the response matrix is obtained.

To evaluate the performance of ADMM, SLEP and CVX, we compare the computational time and test error of these three methods. To get the test error, we simulate \( X_{test} \in \mathbb{R}^{n_2 \times p} \) and \( Y_{test} = X_{test} B \in \mathbb{R}^{n_2 \times q} \). Then, the test error is defined as

\[ \text{test error} = \frac{\| X_{test} \hat{B} - Y_{test} \|_F}{\sqrt{n_2 \times q}}, \]

where \( \hat{B} \) is the solution of ADMM, SLEP or CVX. In the following tables and figures, the all reported data are the average results of 50 repetitions.

According to the results in Table 1 and Table 2, we can get the following conclusion: (i) The computational time of ADMM is slightly smaller than that of SLEP and greatly smaller than that of CVX. The computational time of CVX are larger than that of ADMM and SLEP by orders of magnitude. (ii) The test error of ADMM is smaller than that of SLEP, while the
Table 1: Comparison between ADMM, SLEP and CVX. In this table, we set \( n = 100, \ p = 80 \) and \( q = 10. \) \( r \) means the true rank of the solution of NMLR.

<table>
<thead>
<tr>
<th>( r )</th>
<th>( \text{time (s)} )</th>
<th>( \text{test error} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADMM</td>
<td>SLEP</td>
</tr>
<tr>
<td>0.1q</td>
<td>9.000e-3</td>
<td>1.860e-2</td>
</tr>
<tr>
<td>0.2q</td>
<td>9.300e-3</td>
<td>1.800e-2</td>
</tr>
<tr>
<td>0.3q</td>
<td>8.900e-3</td>
<td>1.780e-2</td>
</tr>
<tr>
<td>0.4q</td>
<td>1.090e-2</td>
<td>1.410e-2</td>
</tr>
<tr>
<td>0.5q</td>
<td>1.020e-2</td>
<td>1.482e-2</td>
</tr>
<tr>
<td>0.6q</td>
<td>1.000e-2</td>
<td>1.750e-2</td>
</tr>
<tr>
<td>0.7q</td>
<td>9.300e-3</td>
<td>1.800e-2</td>
</tr>
<tr>
<td>0.8q</td>
<td>1.030e-2</td>
<td>1.710e-2</td>
</tr>
<tr>
<td>0.9q</td>
<td>9.800e-3</td>
<td>1.810e-2</td>
</tr>
<tr>
<td>q</td>
<td>1.111e-2</td>
<td>1.510e-2</td>
</tr>
</tbody>
</table>

Table 2: Comparison between ADMM, SLEP and CVX. In this table, we set \( n = 100, \ p = 80 \) and \( q = 50. \) \( r \) means the true rank of the solution of NMLR.

<table>
<thead>
<tr>
<th>( r )</th>
<th>( \text{time (s)} )</th>
<th>( \text{test error} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADMM</td>
<td>SLEP</td>
</tr>
<tr>
<td>0.1q</td>
<td>4.310e-2</td>
<td>1.184e-1</td>
</tr>
<tr>
<td>0.2q</td>
<td>5.210e-2</td>
<td>1.368e-1</td>
</tr>
<tr>
<td>0.3q</td>
<td>4.140e-2</td>
<td>1.150e-1</td>
</tr>
<tr>
<td>0.4q</td>
<td>3.560e-2</td>
<td>7.700e-2</td>
</tr>
<tr>
<td>0.5q</td>
<td>3.750e-2</td>
<td>1.232e-1</td>
</tr>
<tr>
<td>0.6q</td>
<td>3.280e-2</td>
<td>1.172e-1</td>
</tr>
<tr>
<td>0.7q</td>
<td>4.450e-2</td>
<td>1.242e-1</td>
</tr>
<tr>
<td>0.8q</td>
<td>4.210e-2</td>
<td>1.335e-1</td>
</tr>
<tr>
<td>0.9q</td>
<td>3.540e-2</td>
<td>1.408e-1</td>
</tr>
<tr>
<td>q</td>
<td>3.180e-2</td>
<td>1.221e-1</td>
</tr>
</tbody>
</table>
test error of ADMM may be slightly larger than that of CVX. Therefore, we can conclude that ADMM performances better than SLEP and CVX. Because the computational time of CVX is greatly larger than that of the others, we do not compare it with other methods in the following parts. In Table 3, we increase the values of \( n, p \) and \( q \). From the results in this table, we know that the performance of ADMM is better than that of SLEP.

In Zhou and Li [32], they simulate some data based on the signal shapes at \texttt{http://www.dabi.temple.edu/shape/MPEG7/index.html}. Following their simulation way, we set true signal shapes as \( B \), which are reshaped as 64 times 64 matrixes. Then, we simulate \( X \) and \( Y \) as the aforementioned way. Through some experiments, we know that the larger of \( n \), the better performance of ADMM and SLEP. Actually, these algorithms performs almost same when \( n \geq 100 \). To challenge the performance of ADMM and SLEP on solving NMLR, we set the sample size \( n = 64 \) and report the recovery of the true signal shapes under these two algorithms.

In Figure 1, because the black parts of every signal shape picture are nearly same with the true one, the main signal shapes are almost recovered with ADMM and SLEP. On the contrary, ADMM performs better than SLEP on recovering the background of these signal shape pictures. Meanwhile, the computational time of ADMM is slightly smaller than that of SLEP, from the explain of this figure. Therefore, we conclude that ADMM performs better than SLEP on recovering these signal shapes.

### 5.2 Real data

Now, we compare ADMM, SLEP and CVX on some real data sets. One can see the detailed information on \texttt{http://www.cad.zju.edu.cn/home/dengcai/Data/data.html}. To be understandable, we briefly introduce these real data sets.

(i) Yale: \( X \in \mathbb{R}^{165 \times 1024}, Y \in \mathbb{R}^{165 \times 15} \).

(ii) ORL: \( X \in \mathbb{R}^{400 \times 1024}, Y \in \mathbb{R}^{400 \times 40} \).

(iii) COIL20: \( X \in \mathbb{R}^{1440 \times 1024}, Y \in \mathbb{R}^{1440 \times 20} \).

(iv) Isolet1-5: \( X \in \mathbb{R}^{1560 \times 617}, Y \in \mathbb{R}^{1560 \times 26} \).

For these real data sets, the true coefficient matrix is unknown. So we evaluate the performance of ADMM and SLEP on the mean square error, which is defined as \( \text{RMSE} = \frac{\|Y - X\hat{B}\|_F}{\sqrt{nq}} \), where \( \hat{B} \) is the solution of the algorithm, \( n \) and \( q \) are sizes of \( Y \).

In Table 4, we report the performance of ADMM and SLEP on some real data sets. To be intuitively understood these results, we present a figure about the computational time and RMSE of these algorithms. From these results, we know that ADMM performs better than SLEP on almost all real data sets. For COIL20, the computational time of ADMM is slightly larger than that of SLEP, while the RMSE of ADMM is smaller than that of SLEP.

### 6 Conclusion

Based on duality theory and properties of the projection operator, we give two screening rules for the nuclear norm regularized multivariate linear regression (NMLR) in high-dimensional
<table>
<thead>
<tr>
<th>n, p, q</th>
<th>r</th>
<th>time (s)</th>
<th>test error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ADMM</td>
<td>SLEP</td>
</tr>
<tr>
<td>100,80,100</td>
<td>0.1q</td>
<td>6.610e-2</td>
<td>1.996e-1</td>
</tr>
<tr>
<td></td>
<td>0.2q</td>
<td>6.920e-2</td>
<td>2.020e-1</td>
</tr>
<tr>
<td></td>
<td>0.3q</td>
<td>7.450e-2</td>
<td>2.035e-1</td>
</tr>
<tr>
<td></td>
<td>0.4q</td>
<td>7.170e-2</td>
<td>2.074e-1</td>
</tr>
<tr>
<td></td>
<td>0.5q</td>
<td>7.480e-2</td>
<td>2.091e-1</td>
</tr>
<tr>
<td></td>
<td>0.6q</td>
<td>7.560e-2</td>
<td>2.123e-1</td>
</tr>
<tr>
<td></td>
<td>0.7q</td>
<td>7.330e-2</td>
<td>2.107e-1</td>
</tr>
<tr>
<td></td>
<td>0.8q</td>
<td>7.690e-2</td>
<td>2.228e-1</td>
</tr>
<tr>
<td>200,80,100</td>
<td>0.1q</td>
<td>1.499e-1</td>
<td>1.541e-1</td>
</tr>
<tr>
<td></td>
<td>0.2q</td>
<td>1.469e-1</td>
<td>1.478e-1</td>
</tr>
<tr>
<td></td>
<td>0.3q</td>
<td>1.746e-1</td>
<td>1.424e-1</td>
</tr>
<tr>
<td></td>
<td>0.4q</td>
<td>1.591e-1</td>
<td>1.604e-1</td>
</tr>
<tr>
<td></td>
<td>0.5q</td>
<td>1.450e-1</td>
<td>1.633e-1</td>
</tr>
<tr>
<td></td>
<td>0.6q</td>
<td>1.349e-1</td>
<td>1.693e-1</td>
</tr>
<tr>
<td></td>
<td>0.7q</td>
<td>1.292e-1</td>
<td>1.508e-1</td>
</tr>
<tr>
<td></td>
<td>0.8q</td>
<td>1.001e-1</td>
<td>1.864e-1</td>
</tr>
<tr>
<td>200,80,150</td>
<td>0.1q</td>
<td>1.015e-1</td>
<td>3.310e-1</td>
</tr>
<tr>
<td></td>
<td>0.2q</td>
<td>1.058e-1</td>
<td>2.288e-1</td>
</tr>
<tr>
<td></td>
<td>0.3q</td>
<td>1.019e-1</td>
<td>3.030e-1</td>
</tr>
<tr>
<td></td>
<td>0.4q</td>
<td>1.023e-1</td>
<td>2.634e-1</td>
</tr>
<tr>
<td></td>
<td>0.5q</td>
<td>1.013e-1</td>
<td>2.284e-1</td>
</tr>
<tr>
<td></td>
<td>0.6q</td>
<td>1.017e-1</td>
<td>2.252e-1</td>
</tr>
<tr>
<td></td>
<td>0.7q</td>
<td>1.058e-1</td>
<td>2.187e-1</td>
</tr>
<tr>
<td></td>
<td>0.8q</td>
<td>1.075e-1</td>
<td>2.348e-1</td>
</tr>
<tr>
<td>200,100,200</td>
<td>0.1q</td>
<td>1.258e-1</td>
<td>4.195e-1</td>
</tr>
<tr>
<td></td>
<td>0.2q</td>
<td>1.225e-1</td>
<td>4.869e-1</td>
</tr>
<tr>
<td></td>
<td>0.3q</td>
<td>1.291e-1</td>
<td>4.937e-1</td>
</tr>
<tr>
<td></td>
<td>0.4q</td>
<td>1.246e-1</td>
<td>3.763e-1</td>
</tr>
<tr>
<td></td>
<td>0.5q</td>
<td>1.277e-1</td>
<td>5.105e-1</td>
</tr>
<tr>
<td></td>
<td>0.6q</td>
<td>1.295e-1</td>
<td>5.012e-1</td>
</tr>
<tr>
<td></td>
<td>0.7q</td>
<td>1.295e-1</td>
<td>4.467e-1</td>
</tr>
<tr>
<td></td>
<td>0.8q</td>
<td>1.274e-1</td>
<td>5.195e-1</td>
</tr>
</tbody>
</table>

Table 3: Comparison between ADMM and SLEP.
Figure 1: The comparison of ADMM and SLEP on some signal shapes. The computational time of ADMM on recovery these signal shapes are 0.026s, 0.037s, 0.033s, 0.027s, 0.027s and 0.032s, respectively. The computational time of SLEP on recovery these signal shapes are 0.069s, 0.080s, 0.080s, 0.067s, 0.087s and 0.081s, respectively.
<table>
<thead>
<tr>
<th>data sets</th>
<th>time (s)</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADMM</td>
<td>SLEP</td>
</tr>
<tr>
<td>Yale</td>
<td>2.810e-1 3.820e-1</td>
<td>9.550e-2 1.106e-1</td>
</tr>
<tr>
<td>ORL</td>
<td>5.730e-1 2.037e+1</td>
<td>6.370e-2 1.175e-1</td>
</tr>
<tr>
<td>COIL20</td>
<td>2.333e+1 2.141e+1</td>
<td>2.630e-2 1.096e-1</td>
</tr>
<tr>
<td>Isolet1</td>
<td>1.428e+1 1.986e+1</td>
<td>8.740e-2 1.096e-1</td>
</tr>
<tr>
<td>Isolet2</td>
<td>1.502e+1 2.009e+1</td>
<td>8.810e-2 1.110e-1</td>
</tr>
<tr>
<td>Isolet3</td>
<td>1.445e+1 2.004e+1</td>
<td>9.380e-2 1.158e-1</td>
</tr>
<tr>
<td>Isolet4</td>
<td>1.373e+1 2.014e+1</td>
<td>9.511e-2 1.165e-1</td>
</tr>
<tr>
<td>Isolet5</td>
<td>1.874e+1 1.966e+1</td>
<td>9.370e-2 1.168e-1</td>
</tr>
</tbody>
</table>

Table 4: Comparison of ADMM and SLEP on real data sets.

Figure 2: The comparison of ADMM and SLEP on real data sets.
setting. For any tuning parameter, these rules identify the inactive singular values and estimate the maximal rank of the solution of NMLR. Furthermore, we propose ADMM to solve NMLR and evaluate the performance of this method on some numerical experiments.
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