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Abstract: This paper considers the symmetric cone complementarity problems (SCCP), which receive
much attention in the recent literature. In this paper, we introduce a new symmetric cone complementarity
function and a new associated merit function for SCCP. We show that the new functions have several
interesting properties. We also present a sufficient condition under which a stationary point of the new
merit function must be a solution of SCCP. Preliminary numerical experience indicates that the new merit
function has good performance.
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Introduction

Let V be a finite dimensional real vector space with an inner product denoted by (-, ) and K
be a symmetric cone in V. Given two continuous mappings F' : V—V and G : V = V, the
symmetric cone complementarity problem (SCCP) is a problem of finding a vector ( € V
such that

P ek, GO ek, (F(),G() =0. (1.1)

This model provides a simple, natural and unified framework for various existing complemen-
tarity problems such as the classical nonlinear complementarity problems (NCP) [5, §|, the
second-order cone complementarity problems (SOCCP) [1, 18, 9, 27|, and the semidefinite
complementarity problems (SDCP) [29, 2]. Complementarity problems have wide appli-
cations in engineering, economics, management science, and so on; see [5, 8, 19] and the
references therein.

In order to solve the SCCP (1.1), the so-called complementarity function ¢ : VxV — V
associated with K, which satisfies

p(r,y) =0<=zck, yck, (z,y) =0, (1.2)
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is often used. Two well-known complementarity functions associated with I include the
natural residual function
ONr(2,y) =2 — (2 —y)t

and the Fischer-Burmeister function
¢re(,y) = (x +y) — (2° +y°)"/?, (1.3)

where (-); denotes the projection operator onto K under the norm induced by the inner
product (-,-), #? denotes the Jordan product of z and x, and z'/2 denotes the Jordan
square root of x; see Section 2 for details about Jordan algebra.

By means of some complementarity function ¢ defined as (1.2), the SCCP (1.1) can be
easily transformed as nonlinear equations

B(F((),G(¢) =0
or an optimization problem

1 2
min S 16(F ), GO

Along these ways, some Newton-type methods and descent methods have been developed;
see, e.g., [12, 10, 30]. In addition, more complementarity functions associated with K are
presented. For example, Kum and Lim [14] extended the penalized natural residual and
Fischer-Burmeister functions to SCCP. Li et al.[16] proposed a new class of complemen-
tarity functions for SCCP, which contained the penalized natural residual and penalized
Fischer-Burmeister functions as special cases. Kong et al. [13| extended the implicit La-
grangian function to SCCP. Pan and Chen [20] extended the one-parametric class of merit
functions proposed by Kanzow and Kleinmichel [11] to SCCP. More rencently, Tang et al.
[26] suggested a new complementarity function defined as

drim(z,y) =2 oyy + (z-)> + (y-),

which is shown to be strongly semismooth. In this paper, by making a slight change over
the above function, we obtain a new complementarity function and a new merit function
associated with the symmetric cone. We show that the new merit function is differentiable
and, under suitable conditions, we establish some results related to coercivity and error
bounds for SCCP. Furthermore, we present a sufficient condition under which a stationary
point of the new merit function must be a solution of the SCCP (1.1).

This paper is organized as follows. In Section 2, we will introduce some useful math-
ematical results on Euclidean Jordan algebras associated with symmetric cone. The new
complementarity function and the corresponding merit function will be discussed in Section
3 and further properties will be given in Section 4. In Section 5, we report preliminary
numerical results with our new merit function. Throughout, we use || - || to represent the
norm induced by the inner product (-, -) and int(K) to denote the interior of the symmetric
cone K. For any z € V, x; and z_ denote the projections of z onto K and —K under
the induced norm respectively. For any differentiable function F', we denote by VF(x) its
transposed Jacobian at x.

Preliminaries

Jordan algebra plays an important role in the analysis of symmetric cone problems. In this
section, we briefly recall some background materials of Euclidean Jordan algebras that are
needed in the subsequent sections. See, e.g., [6, 7] for more details.
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A Euclidean Jordan algebra is a triple (V, (-, ), 0), where (V, (-,-)) is a finite-dimensional
inner product space and o is a bilinear mapping from V x V to V satisfying

zoy=yox, wo(a®oy)=2a’o(xoy), (royz2) =(z,yoz)
for all z,y,z € V. In general, the vector x o y is called the Jordan product of x and y. We
use A to denote a Euclidean Jordan algebra (V, (-, -), o) and e to denote the identity element
inA,ie,zoe=cox ==z forevery z € V.

An element ¢ € V is said to be idempotent if ¢ = ¢ # 0 and c is said to be primitive if it
cannot be written as the sum of two idempotents. A complete system of orthogonal idempo-
tents is a finite set {c1,ca,- -+, cx} of idempotents with ¢; o c; =0 (i # j) and Zle ¢ =e.
A complete system of orthogonal primitive idempotents is called a Jordan frame of V. We
denote by W(z) the degree of the vector x € V, i.e., W(z) := min{k|{e, z,22,--- 2} are
linearly dependent}, and the rank of A is defined as max{W(z)|z € V}. In what follows, we
use r to denote the rank of the underlying Eucildean Jordan algebra.

Let K := {22 |2 € V} be the set of squares of A. It is well known that K is a symmetric
cone with nonempty interior and there exists an invertible linear transformation I' : V — V
such that T'(K) = K and T'(x) = y for any z,y € int(K). A popular example of symmetric
cone is the so-called second-order cone given by K := {x = (21, 5) € RxIR" ! | ||lz2|| < z1}.
The following result for Euclidean Jordan algebra can be found in [6].

Theorem 2.1 (Spectral decomposition theorem). Let A be a Fuclidean Jordan algebra of
rank r. Then, for any x € A, there exists a Jordan frame c1(x),ca(x), -+ ,cr(x) and real
numbers A1 (x), Aa(x), -+, A\-(x) such that

x = A(x)er (z) + Ae(@)ea(x) + - + A (z) e ().

The numbers {\(x), Aa(z), -, A\-(2)}, which are uniquely determined by x, are called the

eigenvalues of x and Tr(x) := 77, Nj(x) is called the trace of x.
We now recall the definition of Léwner operator [25].

Definition 2.2. Let g : R — IR be a real-valued function. The Léwner operator G(x) :
A — A associated with the Fuclidean Jordan algebra A is defined as

g(z) == g (@))er(@) + g(Aa(@))ca(x) + - + g(Ar(2))er (),
where z € A has the spectral decomposition z = Z;Zl Ar(2)er ().

In particular, when g(¢) is chosen as ¢ty := max{0,t¢} or t_ := min{0,¢}, G becomes the
following metric projection operators respectively:

T T

vp= Y (N@)ral@),  wo=) (M(@)-ale). (2.1)
i=1 i=1
Note that « € K if and only if A;(x) >0 (i =1,2,---,7). It is easy to verify that
x4 €K, z_ =—(-z); € =K.

This means that x, is the projection of x onto K and z_ is the projection of z onto —k.
Moreover, it is not difficult to observe that

r=x,+2_, wiox_=0, zox, =(xy)? wox_ = (z_)>% (2.2)
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For any = € V, we define the Lyapunov transformation L(z) : V — V by
L(z)y =z oy, yeV.
By Proposition IIL.1.5 of [6], L(x) is symmetric with respect to (-,-) in the sense that
(L(z)y, 2) = (y, L(x)z),  y,z€V,

which means
(xoy,2) =(y,z0x) =(z,x0y), @,y,2€V.

The norm on A induced by the inner product can be represented as

Izl = V(. 2) = VTr(a?) =/ Tis, (Na(@)2, weV.

Thus, each element in a Jordan frame {c1(x), ca(x), -+ , ¢r(2)} has a unit norm, i.e., ||¢;(z)|| =
1 for each i. It follows from the definitions of || - || and Tr(-) that

(z,y) =Tr(zoy) <rAmax(zoy) <rllzoyll,  z,yeV. (2.3)
In addition, by the Schwartz’s inequality, it is easy to verify that

oyl < lllllyll, — zyeV. (2.4)

New Merit Function for SCCP

In this section, we consider the following complementarity function associated with the
symmetric cone:

P(a,y) = (zoy)? + (z-)* + (y-)*. (3.1)
By means of the Jordan algebra techniques, we can obtain the new merit function
1 1 1 1
$(a,9) = 5le 6w p) = Sllw oyl + Sl 2+ Sy (32)

Note that the above function can also be considered as a natural extension of the following
merit function proposed by Tseng in [28] for the classical complementarity problem:

Y(u,v) := u*v* + min?{0,u} + min?{0,v}, w,v € R,

which is another reason why we study the functions (3.1) and (3.2).
We next show that (3.1) is a continuously differentiable complementarity function for
SCCP.

Theorem 3.1. For any x,y € V, the following statements are equivalent:

(i) zek,yek, zoy=0;

(if)  o(z,y) =0.
Proof. (1) = (ii). Since z € K if and only if A\;(z) >0 (i = 1,2,--- ,r), we have from (2.1)
that z_ = >7_ (\i(x))—ci(x) = 0 and, similarly, y_ = 0. Together with z oy = 0, we have
¢z, y) = 0.

(ii) = (i). Since

0= (e,d(z,9)) = (e,(woy)®)+ (e, (2-)*) + (e (y-)*)
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(roy,woy) +(r_,z_)+(y_,y_)
@ o yll? + llz—[* + lly- 1%,

wegetz_ =y =zoy=0. It followsthat t =z, +2x_ =2z, e L,andy =y +y_ =
y+ € K. The desired conclusion is proved. O

The following result can be found in Lemma 3.3 in [13].

Lemma 3.2. The functions {z,x?, z o y,xi, 22} are all continuously differentiable. More-
over, we have
(i) Va(2) = L(e);
(ii) Vg(xox)=2L(z);
(il) Va(zoy) = L(y);
(iv) Vy(zoy) = L(z).

Definition 3.3. Let f: W CV — V be locally Lipschitz continuous. Let Dy be the set of
points at which f is differentiable. We say that f is semismooth at x € W if f is directionally
differentiable at z and, for any d € W and V € df(x + d),

flz+d) = f(x) = Vd=o(||d]]),
where 0f () := convig f(x).

From [25], we know that both z_ and z are semismooth. Note that the Jordan product
x oy is also semismooth. Since the composition of semismooth functions is still semismooth,
we get immediately that the function ¢ is semismooth. From Lemma 3.2, we can get the
following result immediately.

Theorem 3.4. The function ¢ is continuously differentiable and semismooth everywhere.
We next consider the function ¢ defined by (3.2).

Theorem 3.5. For any x,y € V, the following statements are equivalent:
(i) zek,yekK, zoy=0;
(i) ¥(z,y) = 5l d(x,9)) = 0.

That is, v is a merit function for SCCP. Moreover, it is continuously differentiable function
and its gradient is given by

_(yolwoy) +a
Vip(z,y) = ( zo(zoy)+y ) (3.3)

Proof. From Theorem 3.1 and its proof, we can get the equivalence between (i) and (ii)
easily, whereas the continuous differentiability of ¢ follows from Theorem 3.4 immediately.
We next show (3.3).

In fact, from the chain rule and Lemma 3.2, we have

1 1 1
Va (5 llzoy|l*) = 5Va(le, (z09)*) = 5Va((woy)®)e = L(y) L(woy)e = L(y)(woy) = yo(woy).
On the other hand, since ¢ =z + 2_ and —z_ = (—x), we have

2 _(_ 2 _ 2 — 2
lz— 1" = l[(=2)+ 1" = llz+ — 2l = min [lv — z||%
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which is convex and differentiable in z (see Page 255 of [24]), and hence

1

3 Valllz-I") = %W(II(—@"MIQ) =—(-2)y =2

As a result, we have V¢ (z,y) =yo (zoy)+ z_. In a similar way, we can show

V,b(a,y) =z o (zoy) +y-.
This completes the proof. O
By Theorem 3.5, we have the following equivalent formulation of SCCP.

Theorem 3.6. For any x,y € V, the following statements are equivalent:

(i) z€k,yek, zoy=0;

(i) Vi(r,y) =0.
Proof. (i) = (i) is obvious by (3.3). We only need to prove (ii) = (i). Suppose that
Vi (z,y) = 0. By (3.3), we have

yo(zoy)+ax_ =0, zo(zoy)+y_=0. (3.4)

That is,
(yo(roy),z)=(-z_,z), (zo(xoy)y) =(-y-.y)
By (2.2) and the definition of Tr(-), we have

(x_,z) =Tr(xz_ox)=Tr(z_ozx_) = (x_,z_) >0,

which yields (y o (z oy),z) = (zoy,zoy) < 0. Together with (z oy,zoy) > 0, we get
xz oy = 0 immediately. From (3.4), we have z_ = y_ = 0. Noting that x = =y + x_ and
y=vy+ +y_, we have x = x4 € K and y =y, € K. This completes the proof. O

Results Related to Stationarity, Coerciveness, and Error Bounds
Suppose that F' and G are the same as in Section 1. Let

V(C) == v(F((),G(), CeV. (4.1)

It is obvious that ¥(¢) > 0 for any ¢ € V and ¢* solves problem (1.1) if and only if ¥(¢*) =
0. Therefore, the SCCP (1.1) is equivalent to the following unconstrained minimization
problem:
in U((). 4.2
min (€) (4.2)

Since problem (4.2) is nonconvex, we are only able to find its stationary points in general.
An interesting question is when a stationary point of (4.2) is a solution of (1.1). We next
discuss this question.

Assume that both F' and G are continuously differentiable functions. This means that
¥ is also a continuously differentiable function and its gradient can be written as

VU(() = VF(Q V19 (F(C), G(Q)) + VG (O V2 (F(C), G(C)), (4.3)

where V19 (z, y) and Vb (z,y) denote the gradients of 1) with respect to « and y respectively.
We have the following theorem.
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Theorem 4.1. Let ¢* € V be a stationary point of problem (4.2) and the matrix VG((*)
have full column rank. Suppose that V19 (F(C*),G(¢*)) = 0. Then (* is a solution of the
SCCP (1.1).

Proof. Since (* is stationary to problem (4.2), from (4.3), we get

V(") = VE)Vip(F(C), G(CT)) + VE(C) Vo (F(CT), G(CY))
= VGV (F(¢F), G(¢T))
= 0.

Noting that VG(¢*) has full column rank, we have Vyp(F(¢*), G(¢*)) = 0 and hence

o Vit (F(C*), G(¢Y))
V(F(¢), G(¢) = < v§w<F(c*),G<c‘*>> ) -

By Theorem 3.6, we know that ¢* is a solution of the SCCP (1.1). O

When solving the minimization problem (4.2), in order to guarantee the iterative se-
quence having a limit point, one often hopes that ¥ has a nonempty and bounded level set,
which generally can be implied by the coerciveness of ¥, namely, lim¢|-00 ¥(¢) = +00.
Based on this observation, we next study the coerciveness of the function ¥. To this end,
we first introduce the following lemma and definition.

Lemma 4.2. Let ¢ : VxV — IRy be given by (3.2). For any x € V, let Apin(z) denote
the minimal eigenvalue of x. Assume that the sequences {x*} and {y*} satisfy one of the
following conditions:

(1) Amin(2®) = —00 0r Amin(y*) — —o0;

(ii) {Amin(@®)} and {Amin(¥*)} are bounded below, (z*, y*) — +oc.
Then we have (z*, y*) — +oc.

Proof. Suppose that condition (i) holds. Noting that ||c;(z*)|| =1 (i = 1,2,--- ,7), we have
from (2.1) that

T ™

22 = (3@ elah), S el

= S (ila)2 lles(=")|?

i=1
()‘min(xk))z—
max 2{0, —/\min(xk)}.
In a similar way, it can be shown that [|y* || > max2{0, —Amin(¥*)}. By condition (i), either
|z¥ || or ||y* || tends to infinity. Thus, we have ¢(z*, y*) — +oo.
Suppose that condition (ii) holds. By (2.3), we have

(ack,yk> = Tr(mk o yk) < r)\max(xk o yk) < r||a:k o yk||

It follows from the assumption that ||z* o y*| — oo, which yields 1 (z*, y*) — +oc. O
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Definition 4.3. The mappings F' and G are called to be joint R§-functions if, for any
sequence {¢*} C V with

k F(¢F)- G(¢M) -
8- g, ZS )=
I8 = 0o e =0 T O
there holds i i
.. L (F(C),G(¢
th;E;fHH)Ck”(» S 0.

It is obvious that, when F(¢) = (, the joint R§-functions reduce to the R§-functions
proposed by Pan et al. [21]. We now give the following result related to coerciveness of

v ().

Theorem 4.4. Let ¥ : V — Ry be the function defined by (4.1). If F and G are joint
R§-functions, then ¥ s coercive.

Proof. We prove this result by contradiction. Without loss of generality, we may sup-
pose that there exist a constant v > 0 and a sequence {¢C*} with ||¢¥|| — oo such that
U(¢*) <« for all k. It is not difficult to see that the sequence of the smallest eigenval-
ues of {F(¢*)} and {G(¢*)} are bounded below (in fact, if not, it follows from Lemma 4.2
that ¥(¢*) = ¢(F(¢F),G(¢*)) — +oo, which contradicts ¥(¢*) < «). Therefore, we have
limy o0 [|[F(CF) || < +o00 and limy o ||G(¢F) || < +00, i.e., there exists a positive constant
C such that

max{[|F(¢*)-|, IG(¢F)-|I} < C.

Since the mappings F' and G are joint Rj-functions, we immediately obtain
lim (F(¢"), G(¢*)) = +oc.
k—o0

By Lemma 4.2, we get

U(¢*) = »(F(¢), G(¢F) = +oo,
which is a contradiction to W(¢*) < . Thus, the desired result is proved. O

In the rest of this section, we devote to study error bound conditions, which play a key
role in establishing convergence rate of numerical algorithms in general. Let SOL denote
the solution set of the SCCP (1.1).

Definition 4.5. We say that ¥(¢) provides a global (local) error bound for SCCP if there
exists some constant ¢ > 0 (and § > 0) such that, for each ¢ € V (with ¥(¢) < J),

dist(¢, SOL) < ¢¥(¢),

where dist({, SOL) denotes the distance from a point ¢ to the solution set SOL. In addition,
a function f is said to be BD-regular at x if all elements in dp f(x) are nonsingular, where
Op f(z) denotes the B-subdifferential of f at x.

Theorem 4.6. Let ¢ and ¥ be defined by (3.1) and (4.1) respectively. Suppose that SOL is
nonempty and ¢(F(¢),G(C)) is BD-regular at all solutions of the SCCP (1.1). Then ¥(()
provides a local error bound for the SCCP if F and G are joint R§-functions.
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Proof. Since F' and G are joint Rg-functions, from Theorem 4.4, we know that the level set

L(y) ={¢:¥(¢) <7}

is compact for any 6 > 0. Suppose that ¥(¢) does not provide a local error bound, which
means that, for any k, there exists (¥ € £(1/k) C £(1) such that dist(¢*, SOL) > kW¥(¢*).
It then follows that

w(¢k)

dist(¢*, SOL)

as k — +oo. By the compactness of £(1), we may assume without loss of generality that
{¢*} is convergent to a vector, say (*. Then we have

=0, (M=o

B(C) = H(F(C), GC)) =0, (4.4)
which implies (* € SOL. It turns out that
Ck
||<k( C)*H —0 as k— +o0. (4.5)

By (4.4) and Theorems 3.1-3.5, we get ¢(F(¢*), G(¢*)) = 0. Furthermore, since ¢(F(¢), G(())
is BD-regular and semismooth, according to Proposition 3 in [22], there are positive con-
stants ¢ and 0 such that, for any ¢ satisfying || — ¢*|| < 4, we have ||[¢(F(¢),G(C))]| >
cl|¢ = ¢*||. Noting that

[o(F(0), GO Q)+ (F()-)* + (G(O)-)]

I(F )
I+ NEFEQ-)?I + IG(O)-)]
|

I(F

() o G(
) o G(
I () o GOI? + IF (-1 + I1G(O) -
= 29(F(0), G(C))

= 29(Q),

(
(

IAIA

where the second inequality comes from (2.4), we obtain 2¥(¢) > ¢||¢—¢*||, which contradicts
(4.5) and hence ¥(¢) provides a local error bound for SCCP. O

Definition 4.7 ([4]). The mappings F' and G are called to be jointly strongly monotone if
there exists a constant p > 0 such that

(F(Q) = F(£),G(0) = G©) = pllc = €I, ¢.¢€eV.

The following theorem indicates that the new merit function can provide a global error
bound for SCCP.

Theorem 4.8. Let A be a Fuclidean Jordan algebra of rank r. Suppose that F and G are
jointly strongly monotone and the SCCP (1.1) has a solution ¢*. Then there holds

TIC= ¢ P < 2+ V2)VT(), (e,

L p
where T := r(A+FCHFIGEHD

Proof. Noting that the symmetric cone K is a self dual cone, we have

(=F(0)-,G(¢7) <0, (F(¢7), (=G(()-) <0.
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Then, by the jointly strong monotonicity assumption, there exists a scalar p > 0 such that,
for any ¢ €'V,

plC— ¢l < (F(Q) = F(¢),G(¢) = G(¢M)
= (F(),G(Q) + (=F(C), G(C7)) + (F(¢7), =G(Q))
= (F(Q),G(O) + ((=F ()4 + (=F(Q) -, G(¢)
(), (=GO + (=G(0)-)
(F(€), G(Q)) + ((=F(O)+, G(C) + (F(C7), (=G(C)+)
(F(0), G(O) + (=F(¢)-, G(C")) + (F(¢"), =G(C)-)
From (2.3) and (2.4), we have
(F(€),G(©Q)) < rl[F(Q) oG
(=F(0)-.G(M) = rlIFQ)-IIIGEI,
(F(¢),=G(O)-) = rlIFE)IGEQ)-I-

Thus, we obtain

A=< 1? < rlIFQ) o GO +rIIF Q-G+ I FECHINGE) -l
< @+ [EEI+ NG DLEE) o GO+ IEQ) -+ GO} (4.6)

Since ¥(¢) = 5[ F(¢) o GOI* + 3I1F(O)-]1? + 3G()-|1?, we have

1F(C) 0 GO < v2¥(C)

and

IFQ-I+ IGQ)-Il < V2(IFO) -2 + [G(O)-1*) < 2v/¥(C).

Therefore, it follows from (4.6) that

7II¢ = ¢ < (2+ V2)V/E(Q)

. . P 3
with 7 = A I ER IR This completes the proof. O

Preliminary Numerical Results

We report our preliminary numerical experience in this section. We first introduce some nu-
merical experience for second-order cone complementarity problems. The tested examples
are the same as in Section 4 of 3] for merit function approach (also from the DIMACS Im-
plementation Challenge Library [23]). In our test, we applied the limited-memory Broyden-
Fletcher-Goldfard-Shanno (L-BFGS) method applied by Chen and Pan [3], with different
merit functions, for solving the linear second-order cone programming

min ¢’z st. Az =0b, zek. (5.1)

Actually, as stated in [4], the KKT conditions of (5.1) can be reformulated as the SCCP
(1.1) with

F(()==d+ (I —AT(AAT)™1)¢, G(¢) :=c— AT(AAT) 1 AC,
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where d € IR" is a fixed vector satisfying Ad = b. The merit functions employed here include
the FB merit function

vrn(e,0) = 5 léen(e I

with ¢rp to be defined by (1.3), the MS merit function

1
Yns(w,9) = (@) + o -1 = ay) o * = 2l + | (y — ax)|* = [lyll*)
proposed by Kong et al. [13], with & = 50, the YF merit function

Yyr(z,y) == YrB(2,9) + Yo((7,v))

proposed by Yamashita and Fukushima [30], with ¢y (t) = 3 max?{0,t}, and our new merit

function given in (3.2) and denoted by ¥pew below. ’

We employed the limited Broyden-Fletcher-Goldfard-Shanno (L-BFGS) method with 5
limited-memory vector-updates proposed by Liu and Nocedal [17] to solve (5.1). To ease
the readers, we briefly describe the method below. In what follows, we denote by ¢* the
current iterate and let s5, := (¥ — (¥ and yp := VU (¢FH!) — V¥(¢*). The method uses
the inverse BFGS formula in the form

Hyy1 = Vi HiVi + vist sk,

where v, =1 /y,{sk and Vi = I — 'ykyksg. We revert to the steepest descent direction
whenever sy, < 105||sg|||lyx|| and adopt a nonmonotone line search to seek a suitable
stepsize. The basic frame of the L-BFGS method is as follows:

Algorithm 5.1.

Step 0. Choose ¢°, m, n, p, o, 0 < ' < 1/2, B/ < B < 1, a symmetric and positive
definite matrix Hy. Set k := 0.

Step 1. If termination criterion is satisfied, stop. Otherwise, compute
dy == —HVU(CH), (=Pt awdy,
where oy, satisfies the Wolfe conditions

V(¢ + apdy) < U(CF) + B'arV(CH) T dy,
VU(CE + apdy)Tdy > BVE(CH) T dy,.

Step 2. Let m := {k,m—1}. Update Hy for 7 +1 times by using the pairs {y;, Sj};?:kfﬁﬂ
ie., let

Hi1 = (ViF Vi) Ho(Viein -+ Vi)
A (Vi VkT—m+1)5k—m5£_m(Vk—m+1 Vi)

it 1 (ViE Vil i 0) Skt 1551 (Ve - Vi)

T
+Vk Sk S, -
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Step 3. If sLyr < 1075| sk |||y ||, then go to Step 4. Otherwise, set k < k + 1 and go to
Step 1.

Step 4. Compute
di = V(). = gy,

where [, is the smallest nonnegative integer /5 such that
U(CF + p'*dy) < Wi+ op*VE(CF) Ty,

with Wy, := maxj—p_m,. ... k ‘I'(Cj) and

] 0 k<n,
M = min{my_1 + 1,m} otherwise.

Set k < k+ 1 and go to Step 1.

In our test, we set the initial point and the parameters by ¢(®° = 0,m = 5,n = 5,p =
0.5,0 = 10~*, and terminated the iteration whenever one of the following conditions was
satisfied: (1) W(¢F) = ¥(F(¢*),G(¢*)) < 1076 and [(F(¢*),G(¢*))| < 107% (2) The
step-length is less than 107!%; (3) The number of iteration is over 10°. The numerical
results are summarized in Table 1, in which ¥(¢¥) denotes the merit function values at
the final iterations, Iter indicates the number of iteration required for each problem, and
the notation * means that the iterations were terminated due to too small stepsizes. The
numerical results show that our new merit function ., is comparable with other merit
functions. In particular, the values of our new merit function drops more quickly at the
beginning of iteration for the tested problems, which can be observed from the iterative
curves in Figure 1.

Table 1: Numerical results for linear SOCPs from DIMACS Library

Problem Upp(CF)/Tter  Wms(CF)/Tter  Uyp(CF)/Tter  Wpew (CF)/Tter
nb 9.91e-7/2775  4.98¢-7/8619  9.99e-7/1514  5.03¢-7/481
nb_L1 4.51e-3/10000  */* 3.01e-3/10000  9.46e-3/8100
nb_L2 8.06e-7/382 9.58¢-7/511  8.31e-7/245 * %

nb_L2_bessel 9.07e-7/122 8.84e-7/162 9.86e-7/181 6.26e-7/308

Next, we provide some numerical results for solving linear semidefinite cone complemen-
tarity problems (SDCP), which is defined as Find a matrix X € S™ such that

XeS?, F(X):=MoX+qeS?, (X,F(X))=0, (5.2)

where S™ denotes the space of n X n real symmetric matrices, ST C S™ denotes the closed
convex cone comprising those elements of S™ that are positive semidefinite, M and ¢ are
symmetric matrices, o is the Jordan product defined by X oY := w, and (-,-) is
the inner product defined by (X,Y) := Tr(XTY).
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Figure 1: Values of merit functions versus iterations

We employ a PRP-type conjugate gradient algorithm proposed in [15] for solving (5.2).

Define

U(X) := (X, F(X))

and

prp _ (VE(X), VE(XE) - VE(XE)

Biti

VW (XF)]2

The basic frame of PRP-type conjugate gradient algorithm is as follows:

Algorithm 5.2.

Step 0. Choose 4, a, n € (0,1) and € > 0. Let X° € S™ and D° := —VU(XO).

k:=0.

Set

Step 1. If |[V¥(X%)|| < e, stop. Otherwise, let m; be the smallest nonnegative integer
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such that
W(XF 4 5mDFY < U(XF) — ad™ || DF||?
and set X*t1 .= Xk 4 §me Dk

Step 2. Compute M* ™ := —VU (X 1) 4 8 11 D* with Siy1 := max{0, B{ ). If

(VO(XFH), MM >0

or

—nl|VEEP < (VR MM <0, (VX DY) > 0,

set DF*l .= VW (X* 1) — 3.1 D*. Otherwise, set D¥*t = MKkt Let k + k+ 1
and go to Step 1.

We started the PRP conjugate gradient algorithm with 6 = 0.5, = 1074, = 1073, ¢ =
10~° and chose {X°, M, ¢} randomly. Numerical results are reported in Table 2, in which
U(X%) and ¥(X*) denote the initial function values and the function values at the final
iterations respectively, (X° F(X?)) and (X*, F(X*)) represent the initial inner products
and the inner products at the final iterations respectively, Urp, ¥ and ¥y, mean the
FB merit function, the MS merit function, and our new merit function respectively, Time
denotes the CPU time in second for solving each problem. The numerical results show again
that the performance of our new merit function comparable with other merit functions.

Table 2: Numerical results for linear SDCPs

Dimension  Upp(X°)/Upp(X*)/(X0, F(X0))/(X*, F(X*))/Time  Wys(X?)/Trus(X*)/(XO, F(X0))/(XF, F(X®))/Time  Wrew(X0)/Wnew (XF)/ (X0, F(X0))/(X*, F(X*))/Time

n=3 5.61/9.80e-1/6.42e+1/7.28/4.95 /6.42e+1/2.65/3.36 1.99e+3/1.41e-8/6.42¢41/1.97e-4/3.01

n=9 6.45¢+1/6.03¢+1/7.400+2/6.7 8.20 2/1.230+2/5.32 5/1. 0c-+2/4.700-1/8.44
n=15 1.98¢+2/1.79¢+2/ / 3.69¢-+4/1. +3/8.78¢+1/9.99 /1.17/3.54¢+3/7.00¢-1/13.6
n =30 1.13e+3/1.01e+3/2.99e+4/3.69e+3 3.45e+5 e+3/2.99e+4/3.95e+2/31.6 4.49e+8/6.88/2.99e+4/1.12/16.2

n =40 2.250+3/2.09e+3/6.57c+4/8.52¢+4/67.6 8.09¢+5/1.10e+4/6.57e+4/6.58¢+1/54.0 2.16e+9/1.27e+1/6.5Te+4/1.76/37.1
n=>50 3.78¢+3/3.24e+3/1.28¢+5 /1. 1.51e+6/9.20e+3/1.28¢+5/1.99¢+2/85.4 8.21e+9/1.50e+1/1.28¢+5/1.83/39.8
n =100 4.34e+3/3.76e+3/1.25e+5/1.24e+5/99.0 1.77e46/6.84e+3/1.25e+5/2.64e+2/85.7 7.78e+9/1.67e+1/1.25e+5/1.53/37.5
n =500 2.26e+4/1.98e+4/1.01e+6/1.35e+5/315 1.10e+7/1.68e+4/1.0le+6/4.07e+2/219 5.07e+11/8.26e+1/1.01e+6/1.73/210
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