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#### Abstract

This paper aims to compute the exact Vandermonde decomposition of a Hankel tensor. We first reformulate the Hankel tensor decomposition problem as the system of nonlinear equations. Then we design a new direct method to solve the system of nonlinear equations by a series of matrix transformations. Finally, Some numerical examples illustrate that the new method is feasible and effective.
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## 1 Introduction

Throughout this paper, to distinguish scalars, vectors, matrices and higher-order tensors, scalars will be denoted by lower-case Greek letters, e.g. $\alpha, \beta$, vectors will be denoted by lower-case bold-faced letters, e.g. $\mathbf{v}$, $\mathbf{w}$, matrices will be defined by capital bold-faced letters, e.g. $\mathbf{A}, \mathbf{B}$ and higher-order tensors will be denoted by calligraphic letters, e.g. $\mathcal{A}, \mathcal{B}$. Let $\mathbb{R}$ denote the set of real numbers. Let $\mathbb{R}^{n}$ represents an $n$-dimensional real vector space. The set of positive integers is represented by the symbol $\mathbb{N}_{+}$. Denote $[n]:=\{1,2, \cdots, n\}$, for $n \in \mathbb{N}_{+}$. The set of real $m$ th order tensors is denoted by the symbol $\mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{m}}$, where $I_{1}, I_{2}, \cdots, I_{m} \in \mathbb{N}_{+}$denote index upper bounds. A tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{m}}$ is said to be an $m$ th order $n$-dimensional real tensor if $I_{1}=I_{2}=\cdots=I_{m}=n$, and it is represented by $\mathcal{T}_{m, n}$. An $m$ th order $n$-dimensional real tensor $\mathcal{A} \in \mathcal{T}_{m, n}$ is said to be an $m$ th order $n$-dimensional real Hankel tensor if $a_{i_{1} i_{2} \cdots i_{m}}=a_{j_{1} j_{2} \cdots j_{m}}$, where $i_{1}+i_{2}+\cdots+i_{m}=j_{1}+j_{2}+\cdots+j_{m}$, and it is denoted by $\mathcal{H}_{m, n}$.

In order to develop this paper, we need the following definitions.
Definition 1.1. Suppose that $\mathbf{u} \in \mathbb{R}^{n}$. If $\mathbf{u}=\left(1, u, u^{2}, \cdots, u^{n-1}\right)^{\top} \in \mathbb{R}^{n}$, then $\mathbf{u}$ is called a Vandermonde vector. If

$$
\begin{equation*}
\mathcal{A}=\sum_{k=1}^{r} \alpha_{k}(\underbrace{\mathbf{u}_{k} \circ \mathbf{u}_{k} \circ \cdots \circ \mathbf{u}_{k}}_{\mathrm{m}}) \tag{1.1}
\end{equation*}
$$

[^0][^1]where $\alpha_{k} \in \mathbb{R}, \alpha_{k} \neq 0, \mathbf{u}_{k}=\left(1, u_{k}, u_{k}^{2}, \cdots, u_{k}^{n-1}\right)^{\top} \in \mathbb{R}^{n}$ are Vandermonde vectors for $k=1,2, \cdots, r, r$ is the CANDECOMP/PARAFAC (CP) rank of the tensor $\mathcal{A}$, and $u_{i} \neq u_{j}$ for $i \neq j$, then we say $\mathcal{A}$ has a Vandermonde decompositon.

According to Qi [20], the $m$ th order $n$-dimensional Hankel tensor $\mathcal{A}$ has the Vandermonde decomposition (1.1), and we will use the CANDECOMP/PARAFAC (CP) rank [11] throughout the paper.

In this paper, we consider an $m$ th order $n$-dimensional Hankel tensor $\mathcal{A} \in \mathcal{H}_{m, n}$ with $\operatorname{rank}(\mathcal{A})=r$, and its elements are

$$
\begin{equation*}
a_{i_{1} i_{2} \cdots i_{m}}=h_{i_{1}+i_{2}+\cdots+i_{m}-m}, \text { for all } i_{1}, i_{2}, \cdots, i_{m} \in[n] . \tag{1.2}
\end{equation*}
$$

Our goal is to obtain the exact Vandermonde decomposition of the Hankel tensor $\mathcal{A}$ by (1.2), that is

$$
\begin{align*}
& \mathcal{A}=\alpha_{1} \underbrace{\left[\begin{array}{c}
1 \\
x_{1} \\
x_{1}^{2} \\
\vdots \\
x_{1}^{n-1}
\end{array}\right] \circ\left[\begin{array}{c}
1 \\
x_{1} \\
x_{1}^{2} \\
\vdots \\
x_{1}^{n-1}
\end{array}\right] \circ \cdots \circ\left[\begin{array}{c}
1 \\
x_{1} \\
x_{1}^{2} \\
\vdots \\
x_{1}^{n-1}
\end{array}\right]}_{m}+\alpha_{2} \underbrace{\left[\begin{array}{c}
1 \\
x_{2} \\
x_{2}^{2} \\
\vdots \\
x_{2}^{n-1}
\end{array}\right] \circ\left[\begin{array}{c}
1 \\
x_{2} \\
x_{2}^{2} \\
\vdots \\
x_{2}^{n-1}
\end{array}\right] \circ \cdots \circ \underbrace{\left[\begin{array}{c}
1 \\
x_{2} \\
x_{2}^{2} \\
\vdots \\
x_{2}^{n-1}
\end{array}\right]}+\cdots .}_{m} \\
& +\alpha_{r} \underbrace{\left[\begin{array}{c}
1 \\
x_{r} \\
x_{r}^{2} \\
\vdots \\
x_{r}^{n-1}
\end{array}\right] \circ\left[\begin{array}{c}
1 \\
x_{r} \\
x_{r}^{2} \\
\vdots \\
x_{r}^{n-1}
\end{array}\right] \circ \cdots \circ \underbrace{\left[\begin{array}{c}
1 \\
x_{r} \\
x_{r}^{2} \\
\vdots \\
x_{r}^{n-1}
\end{array}\right]},}_{m} \tag{1.3}
\end{align*}
$$

where $\alpha_{i} \in \mathbb{R}, \alpha_{i} \neq 0, x_{i} \neq 0$, and $x_{i} \neq x_{j}$ for $i \neq j, i, j=1,2, \cdots, r$.
The Hankel tensor decomposition problem often arises in seismic image [29], seismic signal [21, 16], blind system identification [8], subspace system identification [27], over-the-horizon radar [2, 3], signal processing [12] and some other applications. The tensor decomposition problem and variants thereof have been discussed a number of times in the literature. Most of this work built upon existing work for the special case $m=2$, also known as Hankel matrix decomposition problem, see [28] for a comprehensive overview. When $m>2$, Bo et al. [2] constructed the third order Hankel tensor, which is established by echo data of the distance unit containing the ship target. For example, the echo data was written by $\mathbf{s}=\left[s_{1}, s_{2}, \cdots, s_{N}\right]$, and its first $P$ elements constructed the first $I_{1} \times I_{2}$ dimensional Hankel matrix of the Hankel tensor, and the second $I_{1} \times I_{2}$ dimensional Hankel matrix of the Hankel tensor was constructed by $\left[s_{2}, s_{3}, \cdots, s_{P+1}\right]$, by analogy, the other Hankel matrices of the Hankel tensor were constructed until the last element of the one-dimensional array $\mathbf{s}$. These Hankel matrices were arranged in order from front to back to obtain a third-order Hankel tensor $\mathcal{H} \in \mathbb{R}^{I_{1} \times I_{2} \times I_{3}}$. Then the sea clutter subspace and target subspace of that tensor were solved by higher order SVD (HOSVD). Finally, in order to suppress sea clutter, Hankel tensor was mapped to the target subspace by orthogonal projection method. For most post-stack seismic datasets, due to the complexity of the underground structure or the influence of noise, the data itself may not be able to satisfy the absolute low rank, thus the recovery accuracy of the data will be affected. In order to solve this problem, Qian et al. [21] designed a Hankel construction method, and the original data tensor was constructed by it
to obtain the Hankel tensor, so as to improve the low rank of the data volume. Then a target function of Hankelization was constructed and it was solved by the alternating minimization method. Recovery accuracy was much higher than similar algorithms.

Recently the structured tensor, such as nonnegative tensor and Toeplitz tensor, attracted much attentions, especially, the Hankel tensor got great development as it had wide properties [24] and applications, such as signal processing [7], data mining [1], computer vision [19] and machine learning [22]. For example, Song and Qi [24] discussed some relationships of positive semi-definite tensors and some other structured tensors. Xu [26] introduced Hankel tensors, Vandermonde tensors and their positivities. In many practical problems, the tensors need to be decomposed, such as canonical polyadic (CP) decomposition $[25,10,11]$ and Tucker decomposition [18]. Boizard et al. [5] proposed two ways to extend Hankel structure to fourth order tensors. For these two types of tensors, a method to build a reordered mode was proposed, which highlighted the column redundancy and derived a fast algorithm to compute their HOSVD. Nie et al. [17] studied the relations among various ranks of Hankel tensors and gave an algorithm that can compute the Vandermonde ranks and decompositions for all Hankel tensors. The exact decomposition of tensors is a difficult problem. The previous work mainly concentrated on the numerical solutions of the decomposition of tensors. A Multilinear generalization of the singular value decomposition (SVD) was discussed and it was called the higher order SVD by Lieven et al. [14]. Although truncation of the HOSVD of a given tensor may lead to a good rank- $\left(R_{1}, R_{2}, \cdots, R_{N}\right)$ approximation ([15] contains an error bound), it turned out that this tensor was in general not the best possible (least-squares) approximation under the given $n$-mode rank constraints. Tichavsky et al. [25] proposed a numerical method for CP decomposition of small size tensors and he was primarily on decomposition of tensors that correspond to small matrix multiplications. For higher-order tensors, Li et al. [13] proposed a novel, adaptive tensor memorization algorithm (ADATM). This method behaves better as the tensor order grows, making its performance more scalable for higher-order data problems. Smith et al. [23] produced an algorithm to accelerate the Tucker decomposition based on a compressed data structure for sparse tensors and show that many computational redundancies during tensor-matrix multiplications (TTMc) can be identified and pruned without the memory overheads of memorization. For tensor decomposition, some numerical algorithms [6] were described in details, and their numerical complexity was calculated. It was also pointed out that the tensor decomposition was eventually an approximation rather than an exact decomposition. Goulart et al. [9] introduced a CP decomposition model which has structured matrix factors, such as Toeplitz, Hankel or circulant matrices, and studied its associated estimation problem. Structured CP decompositions, i.e. with Toeplitz, circulant, or Hankel matrix factors, were also studied in [4]. However, the previous works mainly concentrated on the approximation tensor decomposition and the study of exact decomposition of Hankel tensor is very rare.

In this paper, we study the problem (1.3) of exact Vandermonde decomposition for the Hankel tensor. Firstly, this problem can be rewritten as the matrix equation, and then a new method is designed to solve the problem. Finally, some examples are given to show that the new method is feasible and effective.

This paper is organized as follows. In Section 2, we propose a new method for solving the problem (1.3). In Section 3, some examples are given to illustrate that the new method is feasible and effective.

## 2 A Simple Method for Computing the Vandermonde Decomposition (1.3) of a Hankel Tensor

By combining the formulas (1.2) and (1.3), we can obtain the system of nonlinear equations

$$
\left\{\begin{array}{l}
\alpha_{1}+\alpha_{2}+\cdots+\alpha_{r}=h_{0},  \tag{2.1}\\
\alpha_{1} x_{1}+\alpha_{2} x_{2}+\cdots+\alpha_{r} x_{r}=h_{1}, \\
\alpha_{1} x_{1}^{2}+\alpha_{2} x_{2}^{2}+\cdots+\alpha_{r} x_{r}^{2}=h_{2}, \\
\alpha_{1} x_{1}^{3}+\alpha_{2} x_{2}^{3}+\cdots+\alpha_{r} x_{r}^{3}=h_{3}, \\
\vdots \\
\alpha_{1} x_{1}^{m(n-1)}+\alpha_{2} x_{2}^{m(n-1)}+\cdots+\alpha_{r} x_{r}^{m(n-1)}=h_{m(n-1)} .
\end{array}\right.
$$

Let

$$
\mathbf{X}=\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & \cdots & x_{r} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & \cdots & x_{r}^{2} \\
x_{1}^{3} & x_{2}^{3} & x_{3}^{3} & x_{4}^{3} & x_{5}^{3} & \cdots & x_{r}^{3} \\
x_{1}^{4} & x_{2}^{4} & x_{3}^{4} & x_{4}^{4} & x_{5}^{4} & \cdots & x_{r}^{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{r-1} & x_{2}^{r-1} & x_{3}^{r-1} & x_{4}^{r-1} & x_{5}^{r-1} & \cdots & x_{r}^{r-1} \\
x_{1}^{r} & x_{2}^{r} & x_{3}^{r} & x_{4}^{r} & x_{5}^{r} & \cdots & x_{r}^{r} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{m(n-1)} & x_{2}^{m(n-1)} & x_{3}^{m(n-1)} & x_{4}^{m(n-1)} & x_{5}^{m(n-1)} & \cdots & x_{r}^{m(n-1)}
\end{array}\right], \alpha=\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3} \\
\vdots \\
\alpha_{r}
\end{array}\right], \mathbf{h}=\left[\begin{array}{c}
h_{0} \\
h_{1} \\
h_{2} \\
h_{3} \\
h_{4} \\
h_{5} \\
\vdots \\
h_{m(n-1)}
\end{array}\right],
$$

where $\mathbf{X} \in \mathbb{R}^{[m(n-1)+1] \times r}, \alpha \in \mathbb{R}^{r}, \mathbf{h} \in \mathbb{R}^{m(n-1)+1}$, then (2.1) can be equivalently written as $\mathbf{X} \alpha=\mathbf{h}$, that is

$$
\left.\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & \cdots & x_{r}  \tag{2.2}\\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & \cdots & x_{r}^{2} \\
x_{1}^{3} & x_{2}^{3} & x_{3}^{3} & x_{4}^{3} & x_{5}^{3} & \cdots & x_{r}^{3} \\
x_{1}^{4} & x_{2}^{4} & x_{3}^{4} & x_{4}^{4} & x_{5}^{4} & \cdots & x_{r}^{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{r-1} & x_{2}^{r-1} & x_{3}^{r-1} & x_{4}^{r-1} & x_{5}^{r-1} & \cdots & x_{r}^{r-1} \\
x_{1}^{r} & x_{2}^{r} & x_{3}^{r} & x_{4}^{r} & x_{5}^{r} & \cdots & x_{r}^{r} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{m(n-1)} & x_{2}^{m(n-1)} & x_{3}^{m(n-1)} & x_{4}^{m(n-1)} & x_{5}^{m(n-1)} & \cdots & x_{r}^{m(n-1)}
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3} \\
\vdots \\
\alpha_{r}
\end{array}\right]
$$

and the augmented matrix of the equations (2.2) is $\overline{\mathbf{X}}=[\mathbf{X}: \mathbf{h}] \in \mathbb{R}^{[m(n-1)+1] \times(r+1)}$, that is

$$
\overline{\mathbf{X}}=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & \cdots & 1 & h_{0}  \tag{2.3}\\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & \cdots & x_{r} & h_{1} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & \cdots & x_{r}^{2} & h_{2} \\
x_{1}^{3} & x_{2}^{3} & x_{3}^{3} & x_{4}^{3} & x_{5}^{3} & \cdots & x_{r}^{3} & h_{3} \\
x_{1}^{4} & x_{2}^{4} & x_{3}^{4} & x_{4}^{4} & x_{5}^{4} & \cdots & x_{r}^{4} & h_{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{1}^{r-1} & x_{2}^{r-1} & x_{3}^{r-1} & x_{4}^{r-1} & x_{5}^{r-1} & \cdots & x_{r}^{r-1} & h_{r-1}^{r} \\
x_{1}^{r} & x_{2}^{r} & x_{3}^{r} & x_{4}^{r} & x_{5}^{r} & \cdots & x_{r}^{r} & h_{r} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
x_{1}^{m(n-1)} & x_{2}^{m(n-1)} & x_{3}^{m(n-1)} & x_{4}^{m(n-1)} & x_{5}^{m(n-1)} & \cdots & x_{r}^{m(n-1)} & h_{m(n-1)}
\end{array}\right] .
$$

Then, we make the elementary row operations for the augmented matrix $\overline{\mathbf{X}}$. Let

$$
\mathbf{L}_{1}=\left[\begin{array}{ccccccccc}
1 & & & & & & & &  \tag{2.4}\\
-x_{1} & 1 & & & & & & & \\
& -x_{1} & 1 & & & & & & \\
& & -x_{1} & 1 & & & & & \\
& & & \ddots & \ddots & & & & \\
& & & & -x_{1} & 1 & & & \\
& & & & & -x_{1} & 1 & & \\
& & & & & & -x_{1} & 1 & \\
& & & & & & & \ddots & \ddots \\
& & & & & & & & -x_{1} \\
& 1
\end{array}\right]_{[m(n-1)+1] \times[m(n-1)+1]}
$$

then, we gain

$$
\left[\right],
$$

where $\mathbf{h}_{k}\left(x_{1}\right)=h_{k}-h_{k-1} x_{1}$, for $k=1,2, \cdots, m(n-1)$.

Let

$$
\mathbf{L}_{2}=\left[\begin{array}{ccccccccc}
1 & & & & & & & &  \tag{2.5}\\
0 & 1 & & & & & & & \\
& -x_{2} & 1 & & & & & & \\
\\
& & & -x_{2} & 1 & & & & \\
& & & & \ddots & & & & \\
& & & & -x_{2} & 1 & & & \\
& & & & & & -x_{2} & 1 & \\
& -x_{2} & 1 & & \\
& & & & & & & \ddots & \ddots \\
& & & & & & & & -x_{2} \\
&
\end{array}\right]_{[m(n-1)+1] \times[m(n-1)+1]}
$$

then

$$
\begin{aligned}
& \mathbf{L}_{2} \mathbf{L}_{1} \overline{\mathbf{X}}= \\
& {\left[\begin{array}{ccclcc}
1 & 1 & 1 & \cdots & 1 & h_{0} \\
0 & x_{2}-x_{1} & x_{3}-x_{1} & \cdots & x_{r}-x_{1} & \mathbf{h}_{1}\left(x_{1}\right) \\
0 & 0 & \left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & \left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{2}\left(x_{1}, x_{2}\right) \\
0 & 0 & x_{3}\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & x_{r}\left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{3}\left(x_{1}, x_{2}\right) \\
0 & 0 & x_{3}^{3}\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & x_{r}^{2}\left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{4}\left(x_{1}, x_{2}\right) \\
0 & 0 & x_{3}^{3}\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & x_{r}^{3}\left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{5}\left(x_{1}, x_{2}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & x_{3}^{r-2}\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & x_{r}^{r-2}\left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{r}\left(x_{1}, x_{2}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & x_{3}^{m(n-1)-2}\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right) & \cdots & x_{r}^{m(n-1)-2}\left(x_{r}-x_{1}\right)\left(x_{r}-x_{2}\right) & \mathbf{h}_{m(n-1)}\left(x_{1}, x_{2}\right)
\end{array}\right],}
\end{aligned}
$$

$$
\begin{equation*}
\text { where } \mathbf{h}_{1}\left(x_{1}\right)=h_{1}-h_{0} x_{1}, \mathbf{h}_{k}\left(x_{1}, x_{2}\right)=h_{k}-h_{k-1}\left(x_{1}+x_{2}\right)+h_{k-2} x_{1} x_{2}, \text { for } k=2,3, \ldots, m(n-1) \tag{2.6}
\end{equation*}
$$

Similarly, let

$$
\mathbf{L}_{r}=\left[\begin{array}{ccccccccc}
1 & & & & & & & &  \tag{2.7}\\
0 & 1 & & & & & & & \\
& \ddots & \ddots & & & & & & \\
& & 0 & 1 & & & & & \\
& & & 0 & 1 & & & & \\
& & & & 0 & 1 & & & \\
& -x_{r} & 1 & & & \\
& & & & & & -x_{r} & 1 & \\
& & & & & & & \ddots & \ddots \\
& & & & & & & & -x_{r} \\
& & & & & & & & 1
\end{array}\right]_{[m(n-1)+1] \times[m(n-1)+1]},
$$

then

$$
\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & \cdots & 1 & \mathbf{L}_{r} \cdots \mathbf{L}_{2} \mathbf{L}_{1} \overline{\mathbf{X}}= \\
0 & x_{2}-x_{1} & x_{3}-x_{1} & x_{4}-x_{1} & \cdots & x_{r}-x_{1} & h_{0}  \tag{2.8}\\
0 & 0 & \prod_{j=1}^{2}\left(x_{3}-x_{j}\right) & \prod_{j=1}^{2}\left(x_{4}-x_{j}\right) & \cdots & \prod_{j=1}^{2}\left(x_{r}-x_{j}\right) & \mathbf{h}_{1}\left(x_{1}\right) \\
0 & 0 & 0 & \prod_{j=1}^{3}\left(x_{4}-x_{j}\right) & \cdots & \prod_{j=1}^{3}\left(x_{r}-x_{j}\right) & \mathbf{h}_{3}\left(x_{1}, x_{2}, x_{3}\right) \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \prod_{j=1}^{r-1}\left(x_{r}-x_{j}\right) & \mathbf{h}_{r-1}\left(x_{1}, x_{2}, \cdots, x_{r-1}\right) \\
0 & 0 & 0 & 0 & \cdots & 0 & \mathbf{h}_{r}\left(x_{1}, x_{2}, \cdots, x_{r}\right) \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & \mathbf{h}_{m(n-1)}\left(x_{1}, x_{2}, \cdots, x_{r}\right)
\end{array}\right]
$$

where,

$$
\begin{align*}
\mathbf{h}_{k}\left(x_{1}, x_{2}, \cdots, x_{k}\right) & =(-1)^{0} h_{k}+(-1)^{1} h_{k-1}\left(\sum_{i_{1}=1}^{k} x_{i_{1}}\right)+(-1)^{2} h_{k-2}\left(\sum_{1 \leq i_{1}<i_{2} \leq k} x_{i_{1}} x_{i_{2}}\right)+\cdots \\
& +(-1)^{k} h_{k-k}\left(\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq k} x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right), \text { for } k=1,2, \cdots, r-1 ; \\
\mathbf{h}_{k}\left(x_{1}, x_{2}, \cdots, x_{r}\right) & =(-1)^{0} h_{k}+(-1)^{1} h_{k-1}\left(\sum_{i_{1}=1}^{r} x_{i_{1}}\right)+(-1)^{2} h_{k-2}\left(\sum_{1 \leq i_{1}<i_{2} \leq r} x_{i_{1}} x_{i_{2}}\right)+\cdots \\
& +(-1)^{r} h_{k-r}\left(\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq r} x_{i_{1}} x_{i_{2}} \cdots x_{i_{r}}\right), \text { for } k=r, r+1, \cdots, m(n-1) . \tag{2.9}
\end{align*}
$$

Therefore, the system (2.2) has a solution if and only if

$$
\left\{\begin{array}{l}
\mathbf{h}_{r}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0  \tag{2.10}\\
\mathbf{h}_{r+1}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0 \\
\mathbf{h}_{r+2}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0 \\
\mathbf{h}_{r+3}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0 \\
\mathbf{h}_{r+4}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0 \\
\vdots \\
\mathbf{h}_{m(n-1)}\left(x_{1}, x_{2}, \cdots, x_{r}\right)=0
\end{array}\right.
$$

By (2.9), the system (2.10) can be equivalently written as

$$
\left[\begin{array}{ccccc}
(-1)^{1} h_{r-1} & (-1)^{2} h_{r-2} & \cdots & (-1)^{r-1} h_{1} & (-1)^{r} h_{0} \\
(-1)^{1} h_{r} & (-1)^{2} h_{r-1} & \cdots & (-1)^{r-1} h_{2} & (-1)^{r} h_{1}  \tag{2.11}\\
(-1)^{1} h_{r+1} & (-1)^{2} h_{r} & \cdots & (-1)^{r-1} h_{3} & (-1)^{r} h_{2} \\
(-1)^{1} h_{r+2} & (-1)^{2} h_{r+1} & \cdots & (-1)^{r-1} h_{4} & (-1)^{r} h_{3} \\
(-1)^{1} h_{r+3} & (-1)^{2} h_{r+2} & \cdots & (-1)^{r-1} h_{5} & (-1)^{r} h_{4} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{1} h_{m(n-1)-1} & (-1)^{2} h_{m(n-1)-2} & \cdots & (-1)^{r-1} h_{m(n-1)-r+1} & (-1)^{r} h_{m(n-1)-r}
\end{array}\right]\left[\begin{array}{c}
t_{1} \\
t_{2} \\
t_{3} \\
t_{4} \\
t_{5} \\
\vdots \\
t_{r}
\end{array}\right]
$$

where,

$$
\left\{\begin{array}{l}
t_{1}=\sum_{i_{1}=1}^{r} x_{i_{1}}=x_{1}+x_{2}+\cdots+x_{r}  \tag{2.12}\\
t_{2}=\sum_{1 \leq i_{1}<i_{2} \leq r} x_{i_{1}} x_{i_{2}}=x_{1} x_{2}+\cdots+x_{1} x_{r}+x_{2} x_{3}+\cdots+x_{2} x_{r}+\cdots+x_{r-1} x_{r}, \\
\vdots \\
t_{r}=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq r} x_{i_{1}} x_{i_{2}} \cdots x_{i_{r}}=x_{1} x_{2} \cdots x_{r} .
\end{array}\right.
$$

Next we will solve the system (2.11).
Theorem 2.1. If $m(n-1)+1 \geq 2 r$, set $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, \cdots, t_{r}\right]^{\top}$. Then the nonhomogeneous linear equations (2.11) has a solution

$$
\mathbf{t}=\left[\begin{array}{ccccc}
(-1)^{1} h_{r-1} & (-1)^{2} h_{r-2} & \cdots & (-1)^{r-1} h_{1} & (-1)^{r} h_{0}  \tag{2.13}\\
(-1)^{1} h_{r} & (-1)^{2} h_{r-1} & \cdots & (-1)^{r-1} h_{2} & (-1)^{r} h_{1} \\
(-1)^{1} h_{r+1} & (-1)^{2} h_{r} & \cdots & (-1)^{r-1} h_{3} & (-1)^{r} h_{2} \\
(-1)^{1} h_{r+2} & (-1)^{2} h_{r+1} & \cdots & (-1)^{r-1} h_{4} & (-1)^{r} h_{3} \\
(-1)^{1} h_{r+3} & (-1)^{2} h_{r+2}^{3} & \cdots & (-1)^{r-1} h_{5} & (-1)^{r} h_{4} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{1} h_{2 r-2} & (-1)^{2} h_{2 r-3} & \cdots & (-1)^{r-1} h_{r} & (-1)^{r} h_{r-1}
\end{array}\right]_{r \times r} \quad\left[\begin{array}{c}
-h_{r} \\
-h_{r+1} \\
-h_{r+2} \\
-h_{r+3} \\
-h_{r+4} \\
\vdots \\
-h_{2 r-1}
\end{array}\right] .
$$

Proof. If $m(n-1)+1 \geq 2 r$, i.e. the number of rows of the coefficient matrix of the system (2.11) is $m(n-1)-r+1 \geq r$, we can get the augmented matrix from the nonhomogeneous linear equations (2.11), i.e,

$$
\begin{align*}
& \overline{\mathbf{H}}= \\
& {\left[\begin{array}{cccccc}
(-1)^{1} h_{r-1} & (-1)^{2} h_{r-2} & \cdots & (-1)^{r-1} h_{1} & (-1)^{r} h_{0} & (-1)^{1} h_{r} \\
(-1)^{1} h_{r} & (-1)^{2} h_{r-1} & \cdots & (-1)^{r-1} h_{2} & (-1)^{r} h_{1} & (-1)^{1} h_{r+1} \\
(-1)^{1} h_{r+1} & \left((-1)^{2} h_{r}\right. & \cdots & (-1)^{r-1} h_{3} & (-1)^{r} h_{2} & (-1)^{1} h_{r+2} \\
(-1)^{1} h_{r+2} & (-1)^{2} h_{r+1} & \cdots & (-1)^{r-1} h_{4} & (-1)^{r} h_{3} & (-1)^{1} h_{r+3} \\
(-1)^{1} h_{r+3} & (-1)^{2} h_{r+2} & \cdots & (-1)^{r-1} h_{5} & (-1)^{r} h_{4} & (-1)^{1} h_{r+4} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
(-1)^{1} h_{m(n-1)-1} & (-1)^{2} h_{m(n-1)-2} & \cdots & (-1)^{r-1} h_{m(n-1)-r+1} & (-1)^{r} h_{m(n-1)-r} & (-1)^{1} h_{m(n-1)}
\end{array}\right] .} \tag{2.14}
\end{align*}
$$

For convenience, we move the $(r+1)$ th column of the matrix $\overline{\mathbf{H}}(2.14)$ to the 1 th column by elementary column transformation of matrices, and we get

$$
\begin{align*}
& \widetilde{\mathbf{H}}= \\
& {\left[\begin{array}{cccccc}
(-1)^{0} h_{r} & (-1)^{1} h_{r-1} & (-1)^{2} h_{r-2} & \cdots & (-1)^{r-1} h_{1} & (-1)^{r} h_{0} \\
(-1)^{0} h_{r} & (-1)^{1} h_{r} & (-1)^{2} h_{r-1} & \cdots & (-1)^{r-1} h_{2} & (-1)^{r} h_{1} \\
(-1)^{0} h_{r+2} & (-1)^{1} h_{r+1} & (-1)^{2} h_{r} & \cdots & (-1)^{r-1} h_{3} & (-1)^{r} h_{2} \\
(-1)^{0} h_{r+3} & (-1)^{1} h_{r+2} & (-1)^{2} h_{r+1} & \cdots & (-1)^{r-1} h_{4} & (-1)^{r} h_{3} \\
(-1)^{0} h_{r+4} & (-1)^{1} h_{r+3} & (-1)^{2} h_{r+2} & \cdots & (-1)^{r-1} h_{5} & (-1)^{r} h_{4} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{0} h_{m(n-1)} & (-1)^{1} h_{m(n-1)-1} & (-1)^{2} h_{m(n-1)-2} & \cdots & (-1)^{r-1} h_{m(n-1)-r+1} & (-1)^{r} h_{m(n-1)-r}
\end{array}\right],} \tag{2.15}
\end{align*}
$$

and the elements of the augmented matrix are decided by the (2.1), and we can get

$$
\begin{align*}
& \widetilde{\mathbf{H}}= \\
& {\left[\begin{array}{ccccc}
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{1} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r+1} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{1} \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r+2} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r+1} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{3} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2} \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r+3} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r+2} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{4} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{3} \\
(-1)^{0} \sum_{i=1}^{\sum_{1}} \alpha_{i} x_{i}^{r+4} & (-1)^{1} \sum_{i=1}^{1} \alpha_{i} x_{i}^{r+3} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{5} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{4} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2 r-1} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2 r-2} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2 r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{2 r-1} & \cdots & (-1)^{r-1} \sum_{i=1}^{r=1} \alpha_{i} x_{i}^{r+1} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{m(n-1)} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{m(n-1)-1} & \cdots & (-1)^{r-1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{m(n-1)-r+1} & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{m(n-1)-r}
\end{array}\right]} \tag{2.16}
\end{align*}
$$

Add $-x_{1}$ times row $i$ to row $(i+1)$, where $i=m(n-1)-r, m(n-1)-r-1, \cdots, 2,1$, then we get
$\widetilde{\mathbf{H}}_{1}=$
$\left[\begin{array}{cccc}(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} & \cdots & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-1}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{0}\left(x_{1}-x_{i}\right) \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r+1}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{1}\left(x_{1}-x_{i}\right) \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r+2}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r+1}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{2}\left(x_{1}-x_{i}\right) \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r+3}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r+2}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{3}\left(x_{1}-x_{i}\right) \\ \vdots & \vdots & \ddots & \vdots \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{2 r-2}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{2 r-3}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-2}\left(x_{1}-x_{i}\right) \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{2 r-1}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{2 r-2}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-1}\left(x_{1}-x_{i}\right) \\ \vdots & \vdots & \ddots & \vdots \\ (-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{m(n-1)-1}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{m(n-1)-2}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{m(n-1)-r-1}\left(x_{1}-x_{i}\right)\end{array}\right]$.

Add $-x_{2}$ times row $i$ to row $(i+1)$, where $i=m(n-1)-r, m(n-1)-r-1, \cdots, 3,2$, then we get

$$
\begin{align*}
& \widetilde{\mathbf{H}}_{2}= \\
& {\left[\begin{array}{cccc}
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} & \cdots & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \\
(-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-1}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{0}\left(x_{1}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r+1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r+2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r+1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
\vdots & \vdots & \ddots & \vdots \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{2 r-3} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{2 r-4} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r-3} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{2 r-2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{2 r-3} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r-2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
\vdots & \vdots & \vdots & \vdots \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{m(n-1)-2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{m(n-1)-3} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{m(n-1)-r-2} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right)
\end{array}\right]} \tag{2.18}
\end{align*}
$$

Similar to above and the rest may be deduced by analogy, and add $-x_{r-1}$ times row $i$
to row $(i+1), i=m(n-1)-r, m(n-1)-r-1, \cdots, r, r-1$, then we get

$$
\begin{align*}
& \widetilde{\mathbf{H}}_{r-1}= \\
& {\left[\begin{array}{cccc}
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} & \cdots & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \\
(-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-1}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{0}\left(x_{1}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
(-1)^{3} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) & (-1)^{4} \sum_{i=4}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+3} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) \\
\vdots & \vdots & \ddots & \vdots \\
(-1)^{r-2} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{r} r \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) & (-1)^{r-1} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-2} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) \\
(-1)^{r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & (-1)^{r} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) \\
(-1)^{r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r+1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & (-1)^{r} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) \\
\vdots & \vdots & \vdots \\
(-1)^{r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{m(n-1)-r+1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & (-1)^{r} \sum_{i=r}^{r} \alpha_{i} x_{i}^{m(n-1)-r} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{m(n-1)-2 r+1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right)
\end{array}\right]} \tag{2.19}
\end{align*}
$$

Add $-x_{r}^{p}$ times row $r$ to row $(r+p), p=1,2, \cdots, m(n-1)-2 r+1$, we get

$$
\begin{align*}
& \widetilde{\mathbf{H}}_{r}= \\
& {\left[\begin{array}{cccc}
(-1)^{0} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} & (-1)^{1} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r-1} & \cdots & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} x_{i}^{0} \\
(-1)^{1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r}\left(x_{1}-x_{i}\right) & (-1)^{2} \sum_{i=2}^{r} \alpha_{i} x_{i}^{r-1}\left(x_{1}-x_{i}\right) & \cdots & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} x_{i}^{0}\left(x_{1}-x_{i}\right) \\
(-1)^{2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & (-1)^{3} \sum_{i=3}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\
(-1)^{3} \sum_{i=1}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) & (-1)^{4} \sum_{i=4}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{r+3} \sum_{i=4}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) \\
\vdots & \vdots & \ddots & \vdots \\
(-1)^{r-2} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) & (-1)^{r-1} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-2} \sum_{i=r-1}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) \\
(-1)^{r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & (-1)^{r} \sum_{i=r}^{r} \alpha_{i} x_{i}^{r-1} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) & \cdots & (-1)^{2 r-1} \sum_{i=r}^{r} \alpha_{i} x_{i}^{0} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \cdots & 0
\end{array}\right] .} \tag{2.20}
\end{align*}
$$

Add $x_{r}$ times column $j$ to column $(j-1), j=2,3, \cdots, r+1$, then we get $\widehat{\mathbf{H}}_{1}=$

Similar to above, and the rest may be deduced by analogy, and add $x_{1}$ times column 2 to column 1, we get
$\widehat{\mathbf{H}}_{r}=$
$\left[\begin{array}{cccccc}0 & {\left[\widehat{\mathbf{H}}_{r}\right]_{12}} & {\left[\widehat{\mathbf{H}}_{r}\right]_{13}} & \cdots & (-1)^{r-1} \sum_{i=1}^{r-1} \alpha_{i} \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{r} \sum_{i=1}^{r} \alpha_{i} \\ 0 & 0 & {\left[\widehat{\mathbf{H}}_{r}\right]_{23}} & \cdots & (-1)^{r} \sum_{i=2}^{r-1} \alpha_{i} \prod_{j=1}^{1}\left(x_{j}-x_{i}\right) \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{r+1} \sum_{i=2}^{r} \alpha_{i} \prod_{j=1}^{1}\left(x_{j}-x_{i}\right) \\ 0 & 0 & 0 & \cdots & (-1)^{r+1} \sum_{i=3}^{r-1} \alpha_{i} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{r+2} \sum_{i=3}^{r} \alpha_{i} \prod_{j=1}^{2}\left(x_{j}-x_{i}\right) \\ 0 & 0 & 0 & \cdots & (-1)^{r+2} \sum_{i=1}^{r-1} \alpha_{i} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{r+3} \sum_{i=1}^{r} \alpha_{i} \prod_{j=1}^{3}\left(x_{j}-x_{i}\right) \\ 0 & 0 & 0 & \cdots & (-1)^{r+3} \sum_{i=5}^{r-1} \alpha_{i} \prod_{j=1}^{4}\left(x_{j}-x_{i}\right) \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{r+4} \sum_{i=5}^{r} \alpha_{i} \prod_{j=1}^{4}\left(x_{j}-x_{i}\right) \\ \vdots & \vdots & \vdots & \ddots & \vdots & (-1)^{2 r-1} \sum_{i=r}^{r} \alpha_{i} \prod_{j=1}^{r-1}\left(x_{j}-x_{i}\right) \\ 0 & 0 & 0 & \cdots & (-1)^{2 r-3} \sum_{i=r-1}^{r-1} \alpha_{i} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) \prod_{k=r}^{r}\left(x_{i}-x_{k}\right) & (-1)^{2 r-2} \sum_{i=r-1}^{r} \alpha_{i} \prod_{j=1}^{r-2}\left(x_{j}-x_{i}\right) \\ 0 & 0 & 0 & \cdots & 0 & 0\end{array}\right]$
where, $\left[\widehat{\mathbf{H}}_{r}\right]_{12}=(-1)^{1} \sum_{i=1}^{1} \alpha_{i} \prod_{k=2}^{r}\left(x_{i}-x_{k}\right),\left[\widehat{\mathbf{H}}_{r}\right]_{13}=(-1)^{2} \sum_{i=1}^{2} \alpha_{i} \prod_{k=3}^{r}\left(x_{i}-x_{k}\right)$,
$\left[\widehat{\mathbf{H}}_{r}\right]_{23}=(-1)^{3} \sum_{i=2}^{2} \alpha_{i} \prod_{j=1}^{1}\left(x_{j}-x_{i}\right) \prod_{k=3}^{r}\left(x_{i}-x_{k}\right)$.
Due to $\alpha_{i} \neq 0, x_{i} \neq 0, x_{j} \neq 0, x_{k} \neq 0$, and $x_{i} \neq x_{j} \neq x_{k}$ for $i \neq j \neq k, i, j, k=$ $1,2, \cdots, r$, we can get that the rank of the matrix $\widehat{\mathbf{H}}_{r}$ is $\operatorname{rank}\left(\widehat{\mathbf{H}}_{r}\right)=r$. From the elementary
transformations above, we can also see that the nonhomogeneous linear equations (2.11) is equivalent to the preceding $r$ rows of the equations (2.11). Therefore the nonhomogeneous linear equations (2.11) has the solutions, that is,

$$
\mathbf{t}=\left[\begin{array}{ccccc}
(-1)^{1} h_{r-1} & (-1)^{2} h_{r-2} & \cdots & (-1)^{r-1} h_{1} & (-1)^{r} h_{0}  \tag{2.23}\\
(-1)^{1} h_{r} & (-1)^{2} h_{r-1} & \cdots & (-1)^{r-1} h_{2} & (-1)^{r} h_{1} \\
(-1)^{1} h_{r+1} & (-1)^{2} h_{r} & \cdots & (-1)^{r-1} h_{3} & (-1)^{r} h_{2} \\
(-1)^{1} h_{r+2} & (-1)^{2} h_{r+1} & \cdots & (-1)^{r-1} h_{4} & (-1)^{r} h_{3} \\
(-1)^{1} h_{r+3} & (-1)^{2} h_{r+2}^{3} & \cdots & (-1)^{r-1} h_{5} & (-1)^{r} h_{4} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(-1)^{1} h_{2 r-2} & (-1)^{2} h_{2 r-3} & \cdots & (-1)^{r-1} h_{r} & (-1)^{r} h_{r-1}
\end{array}\right]^{-1}\left[\begin{array}{c}
-h_{r} \\
-h_{r+1} \\
-h_{r+2} \\
-h_{r+3} \\
-h_{r+4} \\
\vdots \\
-h_{2 r-1}
\end{array}\right] .
$$

Moreover, we can transform the system (2.12) into the following equations

$$
\left\{\begin{array}{l}
(-1)^{r} x_{1}^{r}+(-1)^{r-1} t_{1} x_{1}^{r-1}+(-1)^{r-2} t_{2} x_{1}^{r-2}+\cdots+(-1)^{1} t_{r-1} x_{1}^{1}+(-1)^{0} t_{r}=0  \tag{2.24}\\
(-1)^{r} x_{2}^{r}+(-1)^{r-1} t_{1} x_{2}^{r-1}+(-1)^{r-2} t_{2} x_{2}^{r-2}+\cdots+(-1)^{1} t_{r-1} x_{2}^{1}+(-1)^{0} t_{r}=0 \\
\vdots \\
(-1)^{r} x_{r}^{r}+(-1)^{r-1} t_{1} x_{r}^{r-1}+(-1)^{r-2} t_{2} x_{r}^{r-2}+\cdots+(-1)^{1} t_{r-1} x_{r}^{1}+(-1)^{0} t_{r}=0
\end{array}\right.
$$

From the equations (2.24), we know that each equation is a one dimensional equation of the $r$-degree with the same coefficients, hence the system of equations (2.24) is equivalent to the following equation

$$
\begin{equation*}
(-1)^{r} x^{r}+(-1)^{r-1} t_{1} x^{r-1}+(-1)^{r-2} t_{2} x^{r-2}+\cdots+(-1)^{1} t_{r-1} x^{1}+(-1)^{0} t_{r}=0 \tag{2.25}
\end{equation*}
$$

Thus, the solutions of the decomposition (1.3) can be obtained by the equation (2.13) and the formula (2.25), i.e.,

$$
\begin{equation*}
\mathbf{x}=\left[x_{1}, x_{2}, x_{3}, \cdots, x_{r}\right]^{\top} \tag{2.26}
\end{equation*}
$$

Now we can input the solution (2.26) to equation (2.2), and according to the formulas (2.8) and (2.10), we can obtain

$$
\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & \cdots & 1  \tag{2.27}\\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & \cdots & x_{r} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & \cdots & x_{r}^{2} \\
x_{1}^{3} & x_{2}^{3} & x_{3}^{3} & x_{4}^{3} & x_{5}^{3} & \cdots & x_{r}^{3} \\
x_{1}^{4} & x_{2}^{4} & x_{3}^{4} & x_{4}^{4} & x_{5}^{4} & \cdots & x_{r}^{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{r-1} & x_{2}^{r-1} & x_{3}^{r-1} & x_{4}^{r-1} & x_{5}^{r-1} & \cdots & x_{r}^{r-1}
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\alpha_{3} \\
\alpha_{4} \\
\alpha_{5} \\
\vdots \\
\alpha_{r}
\end{array}\right]=\left[\begin{array}{c}
h_{0} \\
h_{1} \\
h_{2} \\
h_{3} \\
h_{4} \\
\vdots \\
h_{r-1}
\end{array}\right]
$$

and the solution of the equation (2.27) is

$$
\left[\begin{array}{c}
\alpha_{1}  \tag{2.28}\\
\alpha_{2} \\
\alpha_{3} \\
\alpha_{4} \\
\alpha_{5} \\
\vdots \\
\alpha_{r}
\end{array}\right]=\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & \cdots & x_{r} \\
x_{1}^{2} & x_{2}^{2} & x_{3}^{2} & x_{4}^{2} & x_{5}^{2} & \cdots & x_{r}^{2} \\
x_{1}^{3} & x_{2}^{3} & x_{3}^{3} & x_{4}^{3} & x_{5}^{3} & \cdots & x_{r}^{3} \\
x_{1}^{4} & x_{2}^{4} & x_{3}^{4} & x_{4}^{4} & x_{5}^{4} & \cdots & x_{r}^{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
x_{1}^{r-1} & x_{2}^{r-1} & x_{3}^{r-1} & x_{4}^{r-1} & x_{5}^{r-1} & \cdots & x_{r}^{r-1}
\end{array}\right]^{-1}\left[\begin{array}{c}
h_{0} \\
h_{1} \\
h_{2} \\
h_{3} \\
h_{4} \\
\vdots \\
h_{r-1}
\end{array}\right]
$$

Therefore, the new method to solve problem (1.3) can be stated as follows.
Algorithm 2.2 (This algorithm attempts to solve problem (1.3)).

1. Given initial values $h_{0}, h_{1}, h_{2}, \cdots, h_{m(n-1)}$ of the Hankel tensor $\mathcal{A}$ and $\operatorname{rank}(\mathcal{A})=r$.
2. Compute $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, \cdots, t_{r}\right]^{\top}$ by (2.13).
3. Compute $\mathbf{x}=\left[x_{1}, x_{2}, x_{3}, \cdots, x_{r}\right]^{\top}$ by (2.25).
4. Compute $\alpha=\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \cdots, \alpha_{r}\right]^{\top}$ by (2.28).
5. Combining $\mathbf{x}$ and $\alpha$, the exact Vandermonde decomposition (1.3) of Hankel tensor $\mathcal{A}$ is obtained.

## 3 Numerical Experiments

In this section, we use some examples to show that the new method is feasible to solve problem (1.3). All experiments are performed in $M A T L A B R_{2012 b}$ on a PC with an Intel Core i7 processor at $2.4 G H_{z}$.

Example 3.1. We consider the 3 th order 4 -dimensional Hankel tensor $\mathcal{A}$ as below

$$
\begin{aligned}
& \mathcal{A}(:,:, 1)=\left(\begin{array}{cccc}
23 / 10 & 353 / 50 & 6317 / 250 & 51095 / 498 \\
353 / 50 & 6317 / 250 & 51095 / 498 & 24091 / 53 \\
6317 / 250 & 51095 / 498 & 24091 / 53 & 55313 / 26 \\
51095 / 498 & 24091 / 53 & 55313 / 26 & 82401 / 8
\end{array}\right), \\
& \mathcal{A}(:,:, 2)=\left(\begin{array}{cccc}
353 / 50 & 6317 / 250 & 51095 / 498 & 24091 / 53 \\
6317 / 250 & 51095 / 498 & 24091 / 53 & 55313 / 26 \\
51095 / 498 & 24091 / 53 & 55313 / 26 & 82401 / 8 \\
24091 / 53 & 55313 / 26 & 82401 / 8 & 152837 / 3
\end{array}\right), \\
& \mathcal{A}(:,:, 3)=\left(\begin{array}{cccc}
6317 / 250 & 51095 / 498 & 24091 / 53 & 55313 / 26 \\
51095 / 498 & 24091 / 53 & 55313 / 26 & 82401 / 8 \\
24091 / 53 & 55313 / 26 & 82401 / 8 & 152837 / 3 \\
55313 / 26 & 82401 / 8 & 152837 / 3 & 766576 / 3
\end{array}\right) \\
& \mathcal{A}(:,:, 4)=\left(\begin{array}{cccc}
51095 / 498 & 24091 / 53 & 55313 / 26 & 82401 / 8 \\
24091 / 53 & 55313 / 26 & 82401 / 8 & 152837 / 3 \\
55313 / 26 & 82401 / 8 & 152837 / 3 & 766576 / 3 \\
82401 / 8 & 152837 / 3 & 766576 / 3 & 1293794
\end{array}\right)
\end{aligned}
$$

where, $h_{0}=23 / 10, h_{1}=353 / 50, h_{2}=6317 / 250, h_{3}=51095 / 498, h_{4}=24091 / 53, h_{5}=$ $55313 / 26, h_{6}=82401 / 8, h_{7}=152837 / 3, h_{8}=766576 / 3, h_{9}=1293794$, and $r(\mathcal{A})=4$.

We use Algorithm 2.1 to solve this problem. Firstly, we get the $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}, t_{4}\right]^{\top}=$ [79/5, 1803/20, 4357/20, 371/2] ${ }^{\top}$ by the equation (2.13), input them to equation (2.25), so we can get the solutions $\mathbf{x}=\left[x_{1}, x_{2}, x_{3}, x_{4}\right]^{\top}=[5.3,5,3.5,2]^{\top}$ by the equation (2.25), then input them to equation (2.28), and we can get $\alpha=\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right]^{\top}=[0.2,0.3,0.6,1.2]^{\top}$. Therefore, we get the Vandermonde decomposition of the Hankel tensor $\mathcal{A}$, i.e.,

$$
\begin{equation*}
\mathcal{A}=\sum_{k=1}^{4} \alpha_{k}\left(\mathbf{x}_{k} \circ \mathbf{x}_{k} \circ \mathbf{x}_{k}\right), \tag{3.1}
\end{equation*}
$$

where $\alpha_{1}=0.2, \alpha_{2}=0.3, \alpha_{3}=0.6, \alpha_{4}=1.2$,
$\mathbf{x}_{1}=\left[1,5.3^{1}, 5.3^{2}, 5.3^{3}\right]^{\top} \in \mathbb{R}^{4}, \mathbf{x}_{2}=\left[1,5^{1}, 5^{2}, 5^{3}\right]^{\top} \in \mathbb{R}^{4}$,
$\mathbf{x}_{3}=\left[1,3.5^{1}, 3.5^{2}, 3.5^{3}\right]^{\top} \in \mathbb{R}^{4}, \mathbf{x}_{4}=\left[1,2^{1}, 2^{2}, 2^{3}\right]^{\top} \in \mathbb{R}^{4}$.

Example 3.2. We consider the 3 th order 10 -dimensional Hankel tensor $\mathcal{A}$, where $h_{0}=$ $1 / 2, h_{1}=-171 / 50, h_{2}=42 / 125, h_{3}=-1057 / 267, h_{4}=1749 / 118, h_{5}=7405 / 239, h_{6}=$ $6998 / 39, h_{7}=28594 / 57, h_{8}=124270 / 69, h_{9}=90465 / 17, h_{10}=17003, h_{11}=560011 / 11$, $h_{12}=625735 / 4, h_{13}=469667, h_{14}=1422385, h_{15}=4271122, h_{16}=12862307, h_{17}=$ $38610953, h_{18}=116013806, h_{19}=348164064, h_{20}=1045168064, h_{21}=3136080811$, $h_{22}=9410790796, h_{23}=28234957768, h_{24}=84714564350, h_{25}=254154938458, h_{26}=$ $762501952016, h_{27}=2287553766609$, and $r(\mathcal{A})=5$.

We use Algorithm 2.2 to solve this problem. Firstly, we get the $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right]^{\top}=$ $[39 / 10,-34 / 25,-741 / 50,-144 / 25,162 / 25]^{\top}$ by the equation (2.13), input them to equation (2.25), so we can get the solutions $\mathbf{x}=\left[x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right]^{\top}=[3,-9 / 5,2,6 / 5,-1 / 2]^{\top}$ by the equation (2.25), then input them to equation (2.28), and we can get $\alpha=\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}\right]^{\top}=$ $[3 / 10,3 / 5,-9 / 10,-7 / 10,6 / 5]^{\top}$. Therefore, we get the Vandermonde decomposition of the Hankel tensor $\mathcal{A}$, i.e.,

$$
\begin{equation*}
\mathcal{A}=\sum_{k=1}^{5} \alpha_{k}\left(\mathbf{x}_{k} \circ \mathbf{x}_{k} \circ \mathbf{x}_{k}\right) \tag{3.2}
\end{equation*}
$$

where $\alpha_{1}=3 / 10, \alpha_{2}=3 / 5, \alpha_{3}=-9 / 10, \alpha_{4}=-7 / 10, \alpha_{5}=6 / 5$,
$\mathbf{x}_{1}=\left[1,3^{1}, 3^{2}, 3^{3}, 3^{4}, 3^{5}, 3^{6}, 3^{7}, 3^{8}, 3^{9}\right]^{\top} \in \mathbb{R}^{10}$,
$\mathbf{x}_{2}=\left[1,(-1.8)^{1},(-1.8)^{2},(-1.8)^{3},(-1.8)^{4},(-1.8)^{5},(-1.8)^{6},(-1.8)^{7},(-1.8)^{8},(-1.8)^{9}\right]^{\top} \in \mathbb{R}^{10}$, $\mathbf{x}_{3}=\left[1,2^{1}, 2^{2}, 2^{3}, 2^{4}, 2^{5}, 2^{6}, 2^{7}, 2^{8}, 2^{9}\right]^{\top} \in \mathbb{R}^{10}$,
$\mathbf{x}_{4}=\left[1,1.2^{1}, 1.2^{2}, 1.2^{3}, 1.2^{4}, 1.2^{5}, 1.2^{6}, 1.2^{7}, 1.2^{8}, 1.2^{9}\right]^{\top} \in \mathbb{R}^{10}$,
$\mathbf{x}_{5}=\left[1,(-0.5)^{1},(-0.5)^{2},(-0.5)^{3},(-0.5)^{4},(-0.5)^{5},(-0.5)^{6},(-0.5)^{7},(-0.5)^{8},(-0.5)^{9}\right]^{\top} \in \mathbb{R}^{10}$.
Example 3.3. We consider the 10th order 20-dimensional Hankel tensor $\mathcal{A}$ (There are a large number of elements in the Hankel tensor $\mathcal{A}$, and its element values are very large. For simplicity, it is not shown here.), which is generated by MATLAB and $r(\mathcal{A})=7$.

We use Algorithm 2.2 to solve this problem. Firstly, we get the $\mathbf{t}=\left[t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, t_{6}, t_{7}\right]^{\top}$ $=[18,-3102 / 25,-13709 / 33,-8551 / 12,7883 / 13,-27737 / 123,648 / 25]^{\top}$ by the equation (2.13), input them to equation (2.25), so we can get the solutions $\mathbf{x}=\left[x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}\right]^{\top}$ $=[6,5,3,2,6 / 5,3 / 5,1 / 5]^{\top}$ by the equation (2.25), then input them to equation (2.28), and we can get $\alpha=\left[\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}, \alpha_{6}, \alpha_{7}\right]^{\top}=[27 / 10,3 / 2,8 / 25,6,9,5,7 / 2]^{\top}$. Therefore, we get the Vandermonde decomposition of the Hankel tensor $\mathcal{A}$, i.e.,

$$
\begin{equation*}
\mathcal{A}=\sum_{k=1}^{7} \alpha_{k}(\underbrace{\mathbf{x}_{k} \circ \mathbf{x}_{k} \circ \cdots \circ \mathbf{x}_{k}}_{10}), \tag{3.3}
\end{equation*}
$$

where $\alpha_{1}=27 / 10, \alpha_{2}=3 / 2, \alpha_{3}=8 / 25, \alpha_{4}=6, \alpha_{5}=9, \alpha_{6}=5, \alpha_{7}=7 / 2$, $\mathbf{x}_{1}=\left[1,6^{1}, 6^{2}, 6^{3}, 6^{4}, 6^{5}, \cdots, 6^{18}, 6^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{2}=\left[1,5^{1}, 5^{2}, 5^{3}, 5^{4}, 5^{5}, 5^{6}, \cdots, 5^{18}, 5^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{3}=\left[1,3^{1}, 3^{2}, 3^{3}, 3^{4}, 3^{5}, 3^{6}, \cdots, 3^{18}, 3^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{4}=\left[1,2^{1}, 2^{2}, 2^{3}, 2^{4}, 2^{5}, 2^{6}, \cdots, 2^{18}, 2^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{5}=\left[1,1.2^{1}, 1.2^{2}, 1.2^{3}, 1.2^{4}, 1.2^{5}, 1.2^{6}, \cdots, 1.2^{18}, 1.2^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{6}=\left[1,0.6^{1}, 0.6^{2}, 0.6^{3}, 0.6^{4}, 0.6^{5}, 0.6^{6}, \cdots, 0.6^{18}, 0.6^{19}\right]^{\top} \in \mathbb{R}^{20}$, $\mathbf{x}_{7}=\left[1,0.2^{1}, 0.2^{2}, 0.2^{3}, 0.2^{4}, 0.2^{5}, 0.2^{6}, \cdots, 0.2^{18}, 0.2^{19}\right]^{\top} \in \mathbb{R}^{20}$.

## 4 Conclusion

The exact Vandermonde decomposition problem of Hankel tensor is studied in this paper. We first reformulate this problem as the systems of nonlinear equations, then design a new method to solve this problem. Finally, we use some numerical examples to illustrate that the new method is feasible and effective to solve the problem. In future works, we plan to get the exact decomposition for other tensors, such as general tensor, symmetric tensor, and Toeplitz tensor.

## Acknowledgments

The authors wish to thank Professor Liqun Qi and the anonymous referees for providing useful suggestions to improve the presentation of this paper.

## References

[1] B.W. Bader, M.W. Berry and M. Browne. Discussion tracking in enron email using parafac, Survey of Text Mining II DOI: 10.1007/978-1-84800-046-9_5. Chapter 8. 2008 147-163.
[2] B.O. Chao, G.U. Hong, S.U. Weimin, L. Jing, B.O. Chao, G.U. Hong, S.U. Weimin, L. Jing,B.O. Chao, G.U. Hong, S.U. Weimin and L. Jing, Over the horizon radar sea clutter suppression algorithm based on higher order singular value decomposition, Chinese Journal of Radio Science 29 (2014) 715-722.
[3] B.O. Chao, G.U. Hong, S.U. Weimin and J.L. Chen, Under-dense meteor trail interference suppression algorithm for over-the-horizon radar, Acta Armamentarii 36 (2015) 846-853.
[4] M. Boizard, R. Boyer, G. Favier, J.E. Cohen and P. Comon, Performance estimation for tensor CP decomposition with structured factors, IEEE International Conference on Acoustics. Brisbane, Australia 2015. DOI: 10.1109/ICASSP.2015.7178618.
[5] M. Boizard, R. Boyer, G. Favier and P. Larzabal, Fast multilinear singular value decomposition for higher-order Hankel tensors, Sensor Array and Multichannel Signal Processing Workshop, IEEE, 2014; DOI 10.1109/SAM.2014.6882436.
[6] P. Comon, X. Luciani and A.D. Almeida, Tensor decompositions, alternating least squares and other tales, J. Chemometr. 23 (2009) 393-405.
[7] L. Delathauwer and J. Castaing, Tensor-based techniques for the blind separation of ds-cdma signals, Signal Process. 87 (2007) 322-336.
[8] V.E. Frederik, S. Mikael and D.L. Lieven, Tensor decompositions with several blockHankel factors and application in blind system identification, IEEE T. Signal Proces. 65 (2017) 4090-4101.
[9] J.H.D.M. Goulart, M. Boizard, R. Boyer, G. Favier and P. Comon, Tensor CP decomposition with structured factor matrices: algorithms and performance, IEEE J-STSP. 10 (2016) 757-769.
[10] M. Jouni, M.D. Mura and P. Comon, Some issues in computing the CP decomposition of nonnegative tensors, in: Y. Deville, S. Gannot, R. Mason, M. Plumbley, D. Ward (eds) Latent Variable Analysis and Signal Separation, LVA/ICA 2018. Lecture Notes in Computer Science. vol 10891. Springer, Cham. pp. 57-66.
[11] T.G. Kolda and B.W. Bader, Tensor decompositions and applications, SIAM Rev. 51 (2009) 455-500.
[12] G.Y. Li, L.Q. Qi and Y. Xu, Sos-Hankel tensors: Theory and application, Mathematics 301 (2014) DOI: 10.1136/bmj.301.6746.249.
[13] J.J. Li, J. Choi, I. Perros, J.M. Sun and R.W. Vuduc, Model-driven sparse CP decomposition for higher-order tensors, IEEE International Parallel and Distributed Processing Symposium 2017. DOI: 10.1109/IPDPS.2017.80.
[14] D.L. Lieven, D.M. Bart and V. Joos, On the best rank-1 and rank- $\left(r_{1}, r_{2}, \cdots, r_{N}\right)$ approximation of higher-order tensors, SIAM J. Matrix Anal. A. 21 (2000) 1324-1342.
[15] D.L. Lieven, D.M. Bart and V. Joos, A multilinear singular value decomposition, SIAM J. Matrix Anal. A. 21 (2000) 1253-1278.
[16] L.U. Ling and X.U. Wei, A fast rank-reduction algorithm based on block Hankel Hankel block matrix-vector multiplication with applications to seismic siganl processing, Journal of Tongji University 42 (2014) 807-815.
[17] J.W. Nie and K. Ye, Hankel tensor decompositions and ranks, arXiv:1706.03631v2[math.AG], 28 Jan 2019.
[18] J. Oh, K. Shin, E.E. Papalexakis, C. Faloutsos and H. Yu, S-HOT: Scalable high-order Tucker decomposition, Tenth Acm International Conference on Web Search and Data Mining, ACM 2017.
[19] S.W. Park and M. Savvides, Estimating mixing factors simultaneously in multilinear tensor decomposition for robust face recognition and synthesis, Conference on Computer Vision and Pattern Recognition Workshop IEEE, 2006; DOI: 10.1109/CVPRW.2006.73.
[20] L.Q. Qi, Hankel tensors: Associated Hankel matrices and Vandermonde decomposition, Commun. Math Sci. 13 (2015) 113-125.
[21] F. Qian, T. Deng, Q. Chen and G.M. Hu, Reconstruction method of seismic signal based on Hankel tensor decomposition, CN109001802B. 2019.
[22] N.D. Sidiropoulos, L.D. Lathauwer, X. Fu, K. Huang, E.E. Papalexakis and C. Faloutsos, Tensor decomposition for signal processing and machine learning, IEEE T. Signal Proces. 65 (2017) 3551-3582.
[23] S. Smith and G. Karypis, Accelerating the tucker decomposition with compressed sparse tensors, European Conference on Parallel Processing. Springer, Cham 2017. DOI: 10.1007/978-3-319-64203_147.
[24] Y.S. Song and L.Q. Qi, Properties of some classes of structured tensors, J. Optimiz. Theory App. 165 (2015) 854-873.
[25] P. Tichavsky, A.H. Phan and A. Cichocki, Numerical CP decomposition of some difficult tensors, J. Comput. Appl. Math. 317 (2017) 362-370.
[26] C.Q. Xu, Hankel tensors, Vandermonde tensors and their positivities, Linear Algebra Appl. 491 (2016) 56-72.
[27] C. Yang and J.P. Ou, Fast QR decomposition algorithm of block Hankel matrix in subspace system identification method, International Conference on Vibration Engineering Dalian, China, 2008.
[28] N.J. Young, The singular-value decomposition of an infinite Hankel matrix, Linear Algebra Appl. 50 (1983) 639-656.
[29] Y. Zhong and L. Wang, Method of 3D seismic image enhancement based on structure tensor, Computer Engineering and Design 32 (2011) 1010-1013.

Jian-Heng Chen
School of Mathematics and Computing Science
Guilin University of Electronic Technology
Guilin, 541004, P.R. China and;
School of Mathematical Sciences
Xiamen University
Xiamen, 361005, P.R. China
E-mail address: cjh868@126.com

## Xue-Feng Duan

School of Mathematics and Computing Science
Guilin University of Electronic Technology
Guilin, 541004, P.R. China
E-mail address: duanxuefeng@guet.edu.cn


[^0]:    *The work was supported by the National Natural Science Foundation of China (No.11561015; 11761024), the Natural Science Foundation of Guangxi Province (No.2016GXNSFFA380009; 2017GXNSFBA198082; 2016GXNSFAA380074), the Fundamental Research Funds for the Central Universities (No.20720210032).
    ${ }^{\dagger}$ Corresponding author.

[^1]:    (C) 2021 Yokohama Publishers

