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tensors and their SVDs. One of the difficulties is the appropriate description of orthogonal
decompositions of tensors. Actually, Kolda[10] presented several orthogonal decompositions
of tensors, where only the completely orthogonal decomposition of the tensor is a parallel
generalization of the matrix SVD.

This paper is structured as follows. In section 2, we will review some definitions and no-
tations for matrices and tensors. In section 3, we will propose Von Neumann-type inequality
based on completely orthogonally decomposable tensors and Fan-type inequality based on
completely orthogonally decomposable symmetrical tensors (SCODT), respectively. Sub-
sequently, we will discuss the spectral function for CODT in section 4, and the spectral
function for SCODT in section 5. Some conclusions will be presented in the last section to
conclude this paper.

2 Preliminary

In this section, we will briefly review some concepts and notations for matrices and tensors.
Given two (real) matrices A = (aij) and B = (bij) of the same size m× n, their Hadamard
product A ∗ B is a matrix with size m× n, which elements are given by (A ∗ B)ij = aijbij .
A matrix C = (cij) ∈ Rn×n is said to be absolutely doubly stochastic, if its sum of absolute
value of the elements in each row and column equals to 1, i.e., |C|e = e and eT|C| = eT

where |C| = (|cij |) and e =
[
1, · · · , 1

]T ∈ Rn; a matrix C ∈ Rn×n is called absolutely
doubly substochastic, if the sum of absolute value of the elements in each row and column
of C is at most 1. For every x ∈ Rn, we have the lp-norm (for p ≥ 1) ∥x∥p, defined as

∥x∥p = p

√
(

n∑
i=1

|xi|p).

A (real) m-th order I1 × · · · × Im-dimensional tensor (a.k.a. hypermatrix [13]) A, whose
element is specified as A = (ai1···im) where ij ∈ {1, · · · , Ij} and j ∈ {1, · · · ,m}. The set
of all tensors with size I1 × · · · × Im is denoted by T (I1, · · · , Im). Specially, when I1 =
· · · = Im = n, the set of all the m-th order n-dimensional tensors is denoted by Tm,n. Given
a tensor A = (ai1···im) ∈ Tm,n, if the entries ai1···im are invariant under any permutation
of their indices, then A is called a symmetric tensor. The set of all the m-th order n-
dimensional symmetric tensors is denoted by Sm,n. For a tensor A = (ai1···im) ∈ Tm,n, ai···i
for i ∈ {1, · · · , n} are called diagonal entries of A, and the other entries of A are called
off-diagonal entries of A. A tensor A is called diagonal if all of its off-diagonal entries are
zero. For a tensor A ∈ T (m,n), we denote λ as the eigenvalue map λ : A → Rr, where r is
the rank of A. Given a tensor A = (ai1···im) ∈ Tm,n and a vector x ∈ Rn, then Axm−1 is a
vector in Rn with its ith component as

(Axm−1)i :=

n∑
i2,··· ,im=1

aii2···imxi2 · · ·xim

for i ∈ {1, · · · , n}. Axm is a homogeneous polynomial of degree m, defined as

Axm := xT(Axm−1) =

n∑
i1,··· ,im=1

ai1···imxi1 · · ·xim .

Given tensors A = (ai1···im) and B = (bi1···im) ∈ T (I1, · · · , Im), their inner product is defined
as

⟨A,B⟩ =
I1∑

i1=1

· · ·
Im∑

im=1

ai1···imbi1···im .
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2.1 Decomposable tensors

A tensor U ∈ T (I1, · · · , Im) is called a decomposable tensor [10], if U can be written as

U = u(1) ⊗ u(2) ⊗ · · · ⊗ u(m),

where “ ⊗ ” denotes outer product and each u(j) ∈ RIj for j = 1, · · · ,m. Specially, when
u(1) = · · · = u(m) = u, U can be abbreviated as U = u⊗m. Each component of U is

Ui1...im = u
(1)
i1

u
(2)
i2

· · ·u(m)
im

.

A decomposable tensor is a tensor of rank-1. A tensor is rank-1 if it can be expressed as the
outer product of a series of vectors, such as U = u(1)⊗· · ·⊗u(m) for u(j) ∈ RIj . A tensor A
is rank-r if r is the smallest integer such that A is the weighted sum of rank-1 tensors, i.e.,

A =

r∑
i=1

γiu
(1)
i ⊗ · · · ⊗ u

(m)
i .

A decomposable tensor has a higher-order singular value decomposition(HOSVD). The
HOSVD is a kind of multidimensional generalization of the matrix singular value decompo-
sition, which defined by De Lathauwer et al[15].

The symbol St(m,n) denotes a Stiefel manifold, which is the set of all m-tuples or-
thonormal vectors in Rn. Given column vectors v1, · · · ,vm ∈ Rn, a matrix [v1, · · · ,vm] ∈
St(m,n), if ∥vi∥ = 1 and vi⊥vj for all i ̸= j ∈ {1, . . . ,m}.

2.2 Completely orthogonally decomposable tensors

Given a real matrix A ∈ Rm×n, it can be expressed as the following formality,

A = UΣV T =

r∑
i=1

σiuiv
T
i ,

which is the SVD of A, U = [u1, · · · ,ur] ∈ St(r,m), V = [v1, · · · ,vr] ∈ St(r, n), and
Σ = diag(σ1, · · · , σr) is a diagonal matrix in Rr×r , where r is the rank of A. Therefore,
a matrix can be decomposed into a sum of rank one matrices. Analogously, defined in the
same way, a tensor that can be expressed as the sum of rank one tensors is called completely
orthogonally decomposable tensor, refer to [10].

Definition 2.1 (CODT). Let A ∈ T (I1, · · · , Im) be a tensor. A is called a completely
orthogonally decomposable tensor, if A can be represented as

A =

r∑
i=1

σiu
(1)
i ⊗ · · · ⊗ u

(m)
i , (2.1)

where [u
(j)
1 , · · · ,u(j)

r ] ∈ St(r, Ij) for j ∈ {1, · · · ,m} and σi > 0 for i ∈ {1, · · · , r}, the corre-
sponding r is the completely orthogonal rank of A. In this case, σi are called a singular value

of A, u
(1)
i , · · · ,u(m)

i are called singular vectors corresponding to σi for all i ∈ {1, · · · , r},
and the decomposition (2.1) is called the higher-order singular value decomposition of A.
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Definition 2.2 (SCODT). Let A ∈ Sm,n be a tensor. A is called a completely orthogonally
decomposable symmetrical tensor, if A can be represented as

A =

r∑
i=1

λiui ⊗ · · · ⊗ ui, (2.2)

or abbreviated as
n∑

i=1

λiu
⊗m
i . It also can be written as

A = Λ · (U, · · · , U) (2.3)

where U = [u1, · · · ,ur] ∈ St(r, n), Λ ∈ Sm,r is a diagonal tensor and its diagonal elements
are order singular values of tensor A, and λi > 0 with i ∈ {1, · · · , r}, the corresponding r is
the completely orthogonal symmetrical rank of A.

Usually, the diagonal elements of tensor Λ are arranged in order by size, called ordered
singular value. Let ∥ · ∥ denote a unitarily invariant norm, then ∥A∥ = ∥Λ · (U1, · · · , Um)∥ =
∥Λ∥ for the above tensor A.

Throughout the rest of this paper, the set of all the completely orthogonally decompos-
able (symmetrical) tensors is denoted by CODT (SCODT) . If a tensor A is completely
orthogonally decomposable (symmetrical), then it is denoted by A ∈ CODT (SCODT) .

3 Von Neumann-type Inequality for CODT

In this section, we intend to study the relationship between tensors and their SVDs based
on the Von Neumann’s trace inequality. At the beginning of this section, some lemmas
are given for the requirement. After that, the angles between two CODTs are defined and
the Von Neumann-type inequality for CODT is established. Meanwhile, through the similar
analysis, the Fan’s inequality for matrices is extended to the content of SCODT. For Lemma
3.1 and Lemma 3.2, see [6].

Lemma 3.1 (Von Neumann’s trace inequality). Let the non-increasingly ordered singular
values of A,B ∈ Rm×n be σ1(A) ≥ · · · ≥ σr(A) and σ1(B) ≥ · · · ≥ σr(B), where r =
min{m,n}. Then, the following inequality holds

tr(ABT) ≤
r∑

i=1

σi(A)σi(B).

Lemma 3.2 (Fan’s inequality). Any real symmetric matrices X and Y satisfy the inequality

tr(XY ) ≤ λ(X)
T
λ(Y ),

equality holds if and only if X and Y have a simultaneous ordered spectral decomposition.

Lemma 3.3. Let U1 = (u1
ij), · · · , Um = (um

ij ) ∈ Rn×n be orthogonal matrices, and denote
C = U1 ∗ · · · ∗ Um, then C is absolutely doubly substochastic.

Proof. First, we can prove that the Hadamard product of two orthogonal matrices is doubly
substochastic. Suppose that U1 and U2 be orthogonal matrices, it is easy to see that for
each i ∈ {1, · · · , n},

n∑
j=1

|[U1 ∗ U2]ij | ≤
√
(u1

i1)
2 + · · ·+ (u1

im)2
√

(u2
i1)

2 + · · ·+ (u2
im)2 ≤ 1,
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and for each j ∈ {1, · · · , n} we similarly obtain
n∑

i=1

|(U1 ∗ U2)ij | ≤ 1. Then U1 ∗ U2 is

absolutely doubly substochastic.

Furthermore, we can prove that the Hadamard product of an orthogonal matrix and an
absolutely doubly substochastic matrix is absolutely doubly substochastic. Suppose that Uα

is orthogonal and Uβ is absolutely doubly substochastic, then it is easy to verify that for
each i ∈ {1, · · · , n}

n∑
j=1

|(Uα ∗ Uβ)ij | ≤
n∑

j=1

|(Uβ)ij | ≤ 1,

and for each j ∈ {1, · · · , n} we can similarly obtain
n∑

i=1

|(Uα ∗ Uβ)ij | ≤ 1.

According to the above deduction, it is naturally deduced that C is absolutely doubly
substochastic.

Lemma 3.4. Let A = (aij) ∈ Rn×n be absolutely doubly substochastic, then there exists an
absolutely doubly stochastic matrix W = (wij) ∈ Rn×n such that |A| ≤ |W |, i.e., |aij | ≤ |wij |
for each i, j.

Lemma 3.5. Let P be a polyhedral set in Rn. Assume that P has at least one vertex. Then
if a linear function f : Rn → Rn attains a maximum over P , it attains a maximum at a
vertex of P .

Lemma 3.6. Let a1i, a2i, · · · , ami ∈ R for i = 1, 2, · · · , n, then

n∑
i=1

|a1ia2i · · · ami| ≤ m

√√√√ n∑
i=1

|a1i|m · m

√√√√ n∑
i=1

|a2i|m · · · m

√√√√ n∑
i=1

|ami|m.

The equality holds if and only if |a1i|

m

√
n∑

i=1
|a1i|m

= |a2i|

m

√
n∑

i=1
|a2i|m

= · · · = |ami|

m

√
n∑

i=1
|ami|m

where

a1i, · · · , ami ̸= 0, and i = 1, 2, · · · , n.

Proof. Let x,y ∈ Rn be two vectors, p > 1 and q > 1 be numbers such that 1
p +

1
q = 1. The

well-known Hölder inequality [5] reads as

n∑
i=1

|xiyi| ≤ p

√√√√ n∑
i=1

|xi|p q

√√√√ n∑
i=1

|yi|q,

the equality holds if and only if the vectors [|xi|p] and [|yi|q] are linearly dependent. Let y
be with yi = a2i . . . ami and x with xi = a1i for all i ∈ {1, . . . , n}, and p := m and q := m

m−1 .
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Then, from the Hölder inequality, it can be deduced that

n∑
i=1

|a1ia2i · · · ami| =
n∑

i=1

|xiyi|

≤ ∥x∥p∥y∥q

= m

√√√√ n∑
i=1

|xi|m
m

m−1

√√√√ n∑
i=1

|yi|
m

m−1

= m

√√√√ n∑
i=1

|a1i|m
m

m−1

√√√√ n∑
i=1

|a2i . . . ami|
m

m−1 . (3.1)

The following derivation is in the same way as deduced above,

n∑
i=1

|a2i . . . ami|
m

m−1 =

n∑
i=1

|a2i|
m

m−1 . . . |ami|
m

m−1

≤ m−1

√√√√ n∑
i=1

(|a2i|
m

m−1 )m−1 m−1
m−2

√√√√ n∑
i=1

(
|a3i|

m
m−1 . . . |ami|

m
m−1

)m−1
m−2

= m−1

√√√√ n∑
i=1

|a2i|m
m−1
m−2

√√√√ n∑
i=1

|a3i . . . ami|
m

m−2 . (3.2)

Thus, together with (3.1), it can be deduced that

n∑
i=1

|a1ia2i · · · ami| ≤ m

√√√√ n∑
i=1

|a1i|m m

√√√√ n∑
i=1

|a2i|m
m

m−2

√√√√ n∑
i=1

|a3i . . . ami|
m

m−2 .

Continuously applying inductive steps to
∑n

i=1 |a3i . . . ami|
m

m−2 , we can get the final inequal-
ity.

Let’s prove the equality. By the Hölder inequality, the equality holds if and only if [|xi|p]
and [|yi|q] are linearly dependent. Thus the equality holds in (3.1) if and only if

|a1i|m = k1|a2i · · · ami|
m

m−1 ,

which implies |a1i| = k1|a2i · · · ami|
1

m−1 . Similarly, the equality holds in (3.2) if and only if

|a2i| = k2|a3i · · · ami|
1

m−2 .

Inductively,
|a(m−1)i| = km−1|ami|.

For this formula, by reverse derivation, we deduce that |a1i|, · · · , |ami| for i = 1, · · · , n are
mutually linear dependent. This completes the proof.

3.1 The case for matrices

In order to explore the angles between two tensors, we firstly consider the content between
two matrices. Given two s-dimensional subspaces G and H in Rn. Given two orthonormal
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matrices OG, OH ∈ Rn×s, which the columns be orthogonal bases in subspaces G and H
respectively. Typically, the angles between subspaces G and H are defined as the ranges of
given matrices OG and OH . If Y T(OT

GOH)Z = diag(ϱ1, · · · , ϱs) is the SVD of OT
GOH , then

angles denoted as ϑk between OG and OH defined in the following

OGY = [g1, · · · ,gs],

OHZ = [h1, · · · ,hs],

cosϑi = ϱi for i = 1, · · · , s.

Given two matrices A, B ∈ Rn×r, then the singular value decomposition of A
and B are A = UΣAV

T and B = PΣBQ
T, respectively. Here U = [u1, · · · ,ur], V =

[v1, · · · ,vr], P = [p1, · · · ,pr], Q = [q1, · · · ,qr], ΣA = diag(σ1(A), · · · , σr(A)), and ΣB =
diag(σ1(B), · · · , σr(B)). Define

cos θi = ∥PTui∥ for i = 1, · · · , r,

cos ηi = ∥QTvi∥ for i = 1, · · · , r,

cosϕi = ∥UTpi∥ for i = 1, · · · , r,

cosφi = ∥V Tqi∥ for i = 1, · · · , r.

Denote

cos θ̂ = max
{
cos θi, i = 1, · · · , r},

cos η̂ = max
{
cos ηi, i = 1, · · · , r

}
,

cos ϕ̂ = max
{
cosϕi, i = 1, · · · , r

}
,

cos φ̂ = max
{
cosφi, i = 1, · · · , r

}
.

(3.3)

As discussed above, considering the angles between two matrices, we obtain the following
singular value inequality related to the angle between two matrices.

Proposition 3.7. Let A,B ∈ Rn×p, r = min{n, p}, and its ordered singular values be
σ1(A) ≥ · · · ≥ σr(A) and σ1(B) ≥ · · · ≥ σr(B) respectively. Then

⟨A,B⟩ ≤ max{cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂}
r∑

i=1

σi(A)σi(B),

where θ̂, η̂, ϕ̂, φ̂ are defined as (3.3).

Proof. Compute

⟨A,B⟩ =
r∑

i,j=1

σi(A)σj(B)⟨ui,pj⟩⟨vi,qj⟩ =
r∑

i,j=1

σi(A)σj(B)Mij , (3.4)
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where M = (UTP )∗ (V TQ) = [Mij ]. The row sum of M for each i ∈ {1, · · · , r} is as follows,

r∑
j=1

|Mij | =

r∑
j=1

|⟨ui,pj⟩||⟨vi,qj⟩|

≤

√√√√ r∑
j=1

⟨ui,pj⟩2
√√√√ r∑

j=1

⟨vi,qj⟩2

=

√√√√ r∑
j=1

(PTui)2j

√√√√ r∑
j=1

(QTvi)2j

= ∥PTui∥∥QTvi∥
= cos θi · cos ηi
≤ cos θ̂ · cos η̂,

and its column sum for each j ∈ {1, · · · , r} is as follows,

r∑
i=1

|Mij | =

r∑
i=1

|⟨ui,pj⟩||⟨vi,qj⟩|

≤

√√√√ r∑
i=1

⟨ui,pj⟩2

√√√√ r∑
i=1

⟨vi,qj⟩2

=

√√√√ r∑
i=1

(UTpj)2i

√√√√ r∑
i=1

(V Tqj)2i

= ∥UTpj∥∥V Tqj∥
= cosϕj · cosφj

≤ cos ϕ̂ · cos φ̂,

Denote M̂ = min
{

1
cos θ̂·cos η̂

, 1
cos ϕ̂·cos φ̂

}
M . Then, M̂ is both row and column absolutely

doubly substochastic. Therefore, M̂ is absolutely doubly substochastic. Combining (3.4), it
can be obtained that,

⟨A,B⟩ =

r∑
i,j=1

σi(A)σj(B)Mij

= max
{
cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂

} r∑
i,j=1

σi(A)σj(B)M̂ij .

Since M̂ is absolutely doubly substochastic, by Lemma 3.4 there exists an absolutely doubly
stochastic matrix C = [Cij ] ∈ Rr×r such that

⟨A,B⟩ ≤ max
{
cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂

} r∑
i,j=1

σi(A)σj(B)Cij ,

Define a linear function f(C) :=
∑r

i,j=1 σiγjCij on the set of absolutely doubly substochastic
matrices, by Lemma 3.5, it attains its maximum at a vertex. If π is a permutation such that
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Cij = 1 if and only if j = π(i), then

⟨A,B⟩ ≤ max
{
cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂

} r∑
i,j=1

σi(A)σj(B)Cij

= max
{
cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂

} r∑
i=1

σi(A)σπ(i)(B)

≤ max
{
cos θ̂ · cos η̂, cos ϕ̂ · cos φ̂

} r∑
i=1

σi(A)σi(B).

(3.5)

3.2 The case for CODT

Analogously, we could have the above ideas to define the angle between two CODTs. Given
two completely orthogonally decomposable tensors A and B with size I1 × · · · × Im, then

A = ΛA · (U1, · · · , Um),

and

B = ΛB · (V1, · · · , Vm),

where Uk = [u
(k)
1 , · · · ,u(k)

r ] and Vk = [v
(k)
1 , · · · ,v(k)

r ] for k = 1, · · · ,m. We define the angles
of A and B as follows,

cos θ
(k)
j = ∥V T

j u
(k)
j ∥, for k = 1, · · · ,m and j = 1, · · · , r,

cos δ
(k)
j = ∥UT

j v
(k)
j ∥, for k = 1, · · · ,m and j = 1, · · · , r,

(3.6)

and

cos θ = max{cos θ(k)j | k = 1, · · · ,m and j = 1, · · · , r},

cos δ = max{cos δ(k)j | k = 1, · · · ,m and j = 1, · · · , r},

cos η = max{cos θ(k)j , cos δ
(k)
j | k = 1, · · · ,m and j = 1, · · · , r}.

(3.7)

Considering the angle of two CODTs, we discuss the relationship between two CODTs
and their SVDs based on the classic Von Neumann’s inequality and obtain the following
Von Neumann-type inequality.

Theorem 3.8 (Von Neumann-type inequality). Let A,B ∈ T (I1, · · · , Im) be completely
orthogonally decomposable tensors, r = min{I1, · · · , Im} and the ordered singular values of
A and B be σ1(A) ≥ · · · ≥ σr(A) and σ1(B) ≥ · · · ≥ σr(B), respectively. Then the following
inequality holds

⟨A,B⟩ ≤ max{cosm θ, cosm δ} ·
r∑

i=1

σi(A)σi(B),

where θ and δ are defined as (3.7). Moreover, the above equality holds if θ
(k)
j = 0 and

δ
(k)
j = 0 for all k ∈ {1, · · · ,m}, j ∈ {1, · · · , r}.
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Proof. Since A and B are completely orthogonally decomposable tensors, they can be ex-
pressed by the definition 2.1 as follows

A =

r∑
i=1

σi(A)u
(1)
i ⊗ · · · ⊗ u

(m)
i ,

and

B =

r∑
i=1

σi(B)v(1)
i ⊗ · · · ⊗ v

(m)
i .

Denote Uk = [u
(k)
1 , · · · ,u(k)

r ] and Vk = [v
(k)
1 , · · · ,v(k)

r ], then Uk, Vk ∈ St(r, Ik) for k =
1, · · · ,m. Then

⟨A,B⟩ =

r∑
i,j=1

σi(A)σj(B)⟨u(1)
i ⊗ · · · ⊗ u

(m)
i ,v

(1)
i ⊗ · · · ⊗ v

(m)
i ⟩

=

r∑
i,j=1

σi(A)σj(B)⟨u(1)
i ,v

(1)
j ⟩ · · · ⟨u(m)

i ,v
(m)
j ⟩

=

r∑
i,j=1

σi(A)σj(B)(U1
TV1)ij · · · (Um

TVm)ij

=

r∑
i,j=1

σi(A)σj(B)Wij .

Denote W = [Wij ] = [(U1
TV1)ij · · · (Um

TVm)ij ] and Wk = Uk
TVk for all k ∈ {1, · · · ,m},

then W is an absolutely doubly substochastic matrix. Actually, matrices Uk and Vk can be
extended to orthogonal matrix Ũ and Ṽ by adding some column U

′

k and V
′

k , which can be

denoted as Ũk = [Uk U
′

k] and Ṽk = [Vk V
′

k ] respectively. Then,

ŨT
k Ṽk =

[
UT
k Vk UT

k V
′

k

U
′

k

T
Vk U

′

k

T
V

′

k

]
for k ∈ {1, · · · ,m},

which is a orthogonal matrix. Natually, as a submatrix of the orthogonal matrix ŨT
k Ṽk,

Wk = UT
k Vk is absolutely doubly substochastic. Thus, by Lemma 3.3, W is absolutely

doubly substochastic.
Combining Lemma 3.6, the row sum of W for each i ∈ {1, · · · , r} is as follows,

r∑
j=1

|Wij | =

r∑
j=1

|⟨u(1)
i ,v

(1)
j ⟩| · · · |⟨u(m)

i ,v
(m)
j ⟩|

≤ m

√√√√ r∑
j=1

⟨u(1)
i ,v

(1)
j ⟩m · · · m

√√√√ r∑
j=1

⟨u(m)
i ,v

(m)
j ⟩m

≤

√√√√ r∑
j=1

(V T
1 u

(1)
i )2j · · ·

√√√√ r∑
j=1

(V T
mu

(m)
i )2j

= ∥V T
1 u

(1)
i ∥ · · · ∥V T

mu
(m)
i ∥

= cos θ
(1)
i · · · cos θ(m)

i

≤ cosm θ,
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and its column sum of W for each j ∈ {1, · · · , r} is as follows,

r∑
i=1

|Wij | =

r∑
i=1

|⟨u(1)
i ,v

(1)
j ⟩| · · · |⟨u(m)

i ,v
(m)
j ⟩|

≤ m

√√√√ r∑
i=1

⟨u(1)
i ,v

(1)
j ⟩m · · · m

√√√√ r∑
i=1

⟨u(m)
i ,v

(m)
j ⟩m

≤

√√√√ r∑
i=1

(UT
1 v

(1)
j )2i · · ·

√√√√ r∑
i=1

(UT
mv

(m)
j )2i

= ∥UT
1 v

(1)
j ∥ · · · ∥UT

mv
(m)
j ∥

= cos δ
(1)
j · · · cos δ(m)

j

≤ cosm δ.

Denote W̃ = min{ 1
cosm θ ,

1
cosm δ}W , it is obvious that W̃ is row absolutely doubly substochas-

tic and column absolutely doubly substochastic, respectively. Therefore, W̃ is absolutely
doubly substochastic. Furthermore, compute

⟨A,B⟩ =

r∑
i,j=1

σi(A)σj(B)Wij = max{cosm θ, cosm δ}
r∑

i,j=1

σi(A)σj(B)W̃ij .

It is known that W̃ is absolutely doubly substochastic, by Lemma 3.4, there exists an
absolutely doubly stochastic matrix C̃ = [c̃ij ] ∈ Rr×r such that |W̃ | ≤ |C̃|, then

⟨A,B⟩ ≤ max{cosm θ, cosm δ} ·
r∑

i,j=1

σi(A)σj(B)
∣∣c̃ij∣∣

≤ max{cosm θ, cosm δ} ·max
S∈T

{ r∑
i,j=1

σi(A)σj(B)|sij |
}

where S = [sij ] is an absolutely doubly-stochastic matrix, T denotes the set of all abso-

lutely doubly-stochastic matrices. The function f(S) =
m∑

i,j=1

σi(A)σj(B)sij is a linear (and

therefore convex) function on a polyhedral, then it attains its maximum at a vertex, i.e., a
permutation matrix P = [pij ]. If π is the permutation of {1, . . . ,m} such that pij = 1 if and
only if j = π(i), then

⟨A,B⟩ ≤ max{cosm θ, cosm δ} ·
r∑

i,j=1

σi(A)σj(B)pij

= max{cosm θ, cosm δ} ·
r∑

i=1

σi(A)σπ(i)(B)

≤ max{cosm θ, cosm δ} ·
r∑

i=1

σi(A)σi(B).

Furthermore, if θ
(k)
j = 0 and δ

(k)
j = 0 for k ∈ {1, · · · ,m} and j ∈ {1, · · · , r}, then the
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following equality holds,

⟨A,B⟩ =

r∑
i,j=1

σi(A)σj(B)⟨u(1)
i ⊗ · · · ⊗ u

(m)
i ,v

(1)
j ⊗ · · · ⊗ v

(m)
j ⟩

=

r∑
i,j=1

σi(A)σj(B)⟨u(1)
i ,v

(1)
j ⟩ · · · ⟨u(m)

i ,v
(m)
j ⟩

=

r∑
i=1

σi(A)σi(B).

This completes the proof.

Corollary 3.9. Let A,B ∈ T (I1, · · · , Im) be completely orthogonally decomposable tensors,
r = min{I1, · · · , Im}, and its ordered singular values be σ1(A) ≥ · · · ≥ σr(A) and σ1(B) ≥
· · · ≥ σr(B) respectively. Then

∥A − B∥2 ≥
r∑

i=1

(σi(A)− σi(B))2,

with the equality holds if and only if ⟨A,B⟩ =
r∑

i=1

σi(A)σi(B).

Proof. By Theorem 3.8,

∥A − B∥2 = ⟨A − B,A− B⟩

=

r∑
i=1

σ2
i (A)− 2⟨A,B⟩+

r∑
i=1

σ2
i (B)

≥
r∑

i=1

σ2
i (A)− 2max{cosm θ, cosm δ} ·

r∑
i=1

σi(A)σi(B) +
r∑

i=1

σ2
i (B)

≥
r∑

i=1

(σi(A)− σi(B))2.

Obviously, the equality holds if and only if ⟨A,B⟩ =
r∑

i=1

σi(A)σi(B).

3.3 The case for SCODT

Having completed the generation from the Von Neumann’s trace inequality to the content of
CODT, let’s consider the Fan’s inequality to the content of tensor by using similar method.
In the following, we denote U = [u1, · · · ,ur] and V = [v1, · · · ,vr], it can be seen that
U, V ∈ St(r, n). Define the angles between U and V as follows,

cosαi = ∥V Tui∥, for i = 1, · · · , r,
cosβi = ∥UTvi∥, for i = 1, · · · , r,
cosα = max{cosαi | i = 1, · · · , r}
cosβ = max{cosβi | i = 1, · · · , r}

(3.8)



VON NEUMMAN-TYPE INEQUALITY FOR CODT 407

Lemma 3.10 (Abel’s equality). Given numbers a1, · · · , an and b1, · · · , bn arbitrarily, the
following equality holds

n∑
i=1

aibi =

n−1∑
i=1

[
(ai − ai+1)

i∑
j=1

bj

]
+ an

n∑
j=1

bj .

Lemma 3.11. Let B = (bi1···im) ∈ Sm,n be a decomposable tensor with its eigenvalues
λ1(B) ≥ · · · ≥ λn(B) ≥ 0. Let u(1), · · · ,u(s) be a set of orthogonal vectors in Rn. Then, the
following inequality holds,

s∑
j=1

B(u(j))⊗m ≤
s∑

i=1

λi(B).

Proof. Without loss of generality, suppose that B ∈ Sm,n be a diagonal tensor. It is obvious
that the diagonal elements of B are bi···i = λi(B) for i ∈ {1, · · · ,m}, and

B(u(j))⊗m =

n∑
i=1

λi(B)(u(j)
i )m,

then

s∑
j=1

B(u(j))⊗m =

n∑
j=1

λi(B)(
s∑

i=1

u
(j)
i )m ≤

n∑
j=1

λi(B)(
s∑

i=1

u
(j)
i )2 =

s∑
j=1

(u(j))TBu(j) =

s∑
i=1

λi(B).

This completes the proof.

Similar to the previous derivation, it is not difficult to derive the following result for
SCODT.

Theorem 3.12 (Fan-type inequality). Let A,B ∈ Sm,n be completely orthogonally decom-
posable symmetrical tensors, with the eigenvalues λ1(B) ≥ · · · ≥ λn(B) ≥ 0 of B, then the
following inequality holds,

⟨A,B⟩ ≤ min

{
max{cosn α, cosn β} ·

r∑
i=1

|λi(A)λi(B)|,
r∑

i=1

λi(A)λi(B)
}
.

Proof. Part I. Without loss of generality, suppose λi(A)λi(B) ≥ 0 for i = 1, · · · , n. By
definition of completely orthogonally decomposable symmetrical tensors, A and B can be
expressed by

A =

r∑
i=1

λi(A)ui ⊗ · · · ⊗ ui,

and

B =

r∑
j=1

λj(B)vj ⊗ · · · ⊗ vj ,

where U = [u1, · · · ,ur] and V = [v1, · · · ,vr] are matrices in Str(r, n). Then, the inner
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product of A and B expressed as

⟨A,B⟩ =

r∑
i,j=1

λi(A)λj(B)⟨ui ⊗ · · · ⊗ ui,vj ⊗ · · · ⊗ vj⟩

=

r∑
i,j=1

λi(A)λj(B)⟨ui,vj⟩ · · · ⟨ui,vj⟩

=

r∑
i,j=1

λi(A)λj(B)(UTV )ij · · · (UTV )ij .

Denote J = [(UTV )ij · · · (UTV )ij ]. It can be deduced that J is an absolutely doubly sub-

stochastic matrix. Actually, U and V can be extended to orthogonal matrix Û and V̂ by
adding some column U

′
and V

′
, which can be denoted as Û = [U U

′
] and V̂ = [V V

′
]

respectively. Then,

ÛTV̂ =

[
UTV UTV

′

U
′T
V U

′T
V

′

]
,

which is an orthogonal matrix. Natually, as a submatrix of the orthogonal matrix ÛTV̂ ,
UTV is absolutely doubly substochastic, and so is J . Consider the row sum of J for each
i ∈ {1, · · · , r} as follows,

r∑
j=1

|Jij | =

r∑
j=1

|⟨ui,vj⟩| · · · |⟨ui,vj⟩|

≤ n

√√√√ r∑
j=1

⟨ui,vj⟩n · · · n

√√√√ r∑
j=1

⟨ui,vj⟩n

≤

√√√√ r∑
j=1

(V Tui)2j · · ·

√√√√ r∑
j=1

(V Tui)2j

= ∥V Tui∥ · · · ∥V Tui∥
= cosn αi

≤ cosn α,

and its column sum of J for each j ∈ {1, · · · , r} satisfy
r∑

i=1

|Jij | ≤ cosn β. Denote J̃ =

min{ 1
cosn α ,

1
cosn β }J , it is obvious that J̃ is absolutely doubly substochastic. Then there
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exists an absolutely doubly stochastic matrix C̃ = [c̃ij ] ∈ Rr×r such that |J̃ | ≤ |C̃|, and

⟨A,B⟩ =

r∑
i,j=1

λi(A)λj(B)Jij

= max{cosn α, cosn β}
r∑

i,j=1

λi(A)λj(B)J̃ij

≤ max{cosn α, cosn β} ·
r∑

i,j=1

λi(A)λj(B)
∣∣c̃ij∣∣

≤ max{cosn α, cosn β} ·max
S∈T

{ r∑
i,j=1

λi(A)λj(B)|sij |
}
,

where S = [sij ] ∈ Rr×r is a doubly stochastic matrix, T denotes the set of all the absolutely

doubly stochastic matrices with size r × r. The function f(S) :=
r∑

i,j=1

λi(A)λj(B)sij is

a linear (and therefore convex) function on a polyhedral, then it attains its maximum at
a vertex, for instance, at the permutation matrix P = [pij ]. If π is the permutation of
{1, . . . , r} such that pij = 1 if and only if j = π(i), then

⟨A,B⟩ ≤ max{cosn α, cosn β} ·
r∑

i,j=1

λi(A)λj(B)pij

= max{cosn α, cosn β} ·
r∑

i=1

λi(A)λπ(i)(B)

≤ max{cosn α, cosn β} ·
r∑

i=1

λi(A)λi(B).

When αi = 0 and βj = 0 for i, j = 1, · · · , r, then the following equality holds,

⟨A,B⟩ =

r∑
i,j=1

λi(A)λj(B)⟨ui ⊗ · · · ⊗ ui,vj ⊗ · · · ⊗ vj⟩ =
r∑

i=1

λi(A)λi(B).

This completes the proof of the following inequality,

⟨A,B⟩ ≤ max{cosn α, cosn β} ·
r∑

i=1

λi(A)λi(B).

Part II. Let’s consider this problem from another perspective. Compute

⟨A,B⟩ = ⟨Λ · (U, · · · , U),B⟩ = ⟨Λ,B · (UT, · · · , UT)⟩.

Denote C := B · (UT, · · · , UT), it is obvious that C = (ci1···im) is a m-th order r-dimensional
decomposable tensor. Then,

⟨A,B⟩ = ⟨Λ, C⟩ =
r∑

i=1

λi(A)ci···i.
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By Lemma 3.10 and Lemma 3.11, we deduce that

⟨A,B⟩ =

r−1∑
i=1

[
(λi(A)− λi+1(A))

i∑
j=1

cj···j

]
+ λr(A)

r∑
j=1

cj···j

≤
r−1∑
i=1

[
(λi(A)− λi+1(A))

i∑
j=1

λj(B)
]
+ λr(A)

r∑
j=1

λj(B)

=

r∑
i=1

λi(A)λi(B).

The above equality holds if and only if cj···j with j = 1, 2, · · · , r are the eigenvalue of B.
Thus

⟨A,B⟩ ≤
r∑

i=1

λi(A)λi(B).

Combing part I and part II, we deduce that

⟨A,B⟩ ≤ min

{
max{cosn α, cosn β} ·

r∑
i=1

λi(A)λi(B),
r∑

i=1

λi(A)λi(B)
}
.

This completes the proof.

Moreover, we deduce the following proposition for SCODT.

Proposition 3.13. Let A,B ∈ Tm,n be completely orthogonally decomposable symmetrical
tensors, then the following inequality holds,

⟨A,B⟩ ≥
n∑

i=1

λi(A)λn+1−i(B).

Proof. By Theorem 3.12,

⟨A,−B⟩ ≤
r∑

i=1

λi(A)λi(−B) =
n∑

i=1

λi(A)(−λn+1−i(B)) = −
n∑

i=1

λi(A)λn+1−i(B),

which implies that

⟨A,B⟩ ≥
n∑

i=1

λi(A)λn+1−i(B).

4 Spectral Function for Asymmetric CODT

As an important topic in matrix theory, the theory of unitarily invariant matrix norms
plays an important role in matrix spectral decomposition. In the following, a spectral
decomposition property of matrices is generated to the content of tensor.

For any tensor A ∈ T (I1, · · · , Im), we denote σ as the singular value map σ : A → Rr,
where r is the rank of A. A real valued function f on Rn is called a pre-norm, if it is
continuous, and satisfies
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(i) positivity: f(x) ≥ 0 for all x ∈ Rn, and f(x) = 0 if and only if x = 0;

(ii) homogeneity: f(αx) = |α|f(x) for all real α and x ∈ Rn.

It is a norm if it further satisfies the triangle inequality. For a pre-norm f , its dual norm,
denoted by fD, is defined as

fD(y) = max
f(x)=1

⟨x,y⟩. (4.1)

Lemma 4.1 ([16]). A pre-norm f is a norm if and only if f = fDD.

We call a function g : Rr → R+ symmetric gauge if it is a norm satisfies

(i) symmetry: g(x) = g(Px) for any permutation matrix P ∈ Rr×r;

(ii) absoluteness: g(x) = g(|x|) for any vector x ∈ Rr.

For any tensor Z ∈ T (I1, · · · , Im), define

ϕ(Z) := g(σ(Z)). (4.2)

Obviously, ϕ(·) is a unitarily invariant norm. Thus it can be seen that each unitarily in-
variant norm can be defined by a symmetric guage function. The following theorem proves
that the unitarily invariant norm for each tensor can determine a symmetric guage func-
tion. Therefore, there is a one-to-one correspondence between unitarily invariant norm and
symmetric guage function in tensor space.

Theorem 4.2. Unitarily invariant norm in completely orthogonally decomposable tensors
space is exactly the composite function of g ◦ σ, where g is a symmetric gauge function.

Proof. First, we can deduce that

(g ◦ σ)D = gD ◦ σ. (4.3)

Actually, using Theorem 3.8, for any tensor B ∈ CODT , there exists a tensor A ∈ CODT
such that

(g ◦ σ)D(B) = max
g(σ(A))=1

⟨A,B⟩ ≤ {max{cosn θ, cosn δ} ·
r∑

i=1

σi(A)σi(B) | g(σ(A)) = 1},

the equality holds when the angles between A and B satisfy θ
(k)
j = 0 and δ

(k)
j = 0 for

k ∈ {1, · · · , n} and j ∈ {1, · · · , r}. Moreover,

(gD ◦ σ)(B) = gD(σ(B)) = max
g(σ(A))=1

⟨σ(A), σ(B)⟩.

Thus it proves that (4.3). Furthermore, using Lemma 4.1 and formula (4.3), we derive

(g ◦ σ)DD = (gD ◦ σ)D = gDD ◦ σ = g ◦ σ.

According to Lemma 4.1 again, it deduce that g ◦σ is a norm. This completes the proof.
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5 Spectral Function for SCODT

In this section, spectral property for SCODT will be discussed. We denote λ as the eigenvalue
map λ : S → Rn for each S ∈ SCODT (m,n), where S ∈ SCODT (m,n) means that S is
a m-th order n-dimensional tensor in SCODT. Let f : R → [−∞,+∞] be a extended-real
function. If f is a convex function or if a minimum point of f is being sought, then f is
called proper if

f(x) > −∞, for every x ∈ dom(f)

and if there also exists some point x0 in its domain such that f(x0) < +∞, wherein dom(f)
denote the domain of f :

dom(f) = {f(x) < +∞ | x ∈ R}.

Let f be a proper convex function on Rn, the Fenchel conjugate is defined as

f∗(y) = sup{⟨x, y⟩ − f(x) | x ∈ R}.

Lemma 5.1. Suppose the extended-real function f is proper. Then f is closed and convex
if and only if f = f∗∗. In this case, f∗ is also proper.

In the following, with Theorem 3.12, it is not difficult to prove that there is a one-to-one
relationship between invariant norm for completely orthogonally decomposable symmetrical
tensors and eigenvalue function.

Theorem 5.2. Unitarily invariant norm in completely orthogonally decomposable symmet-
rical tensors space is exactly the composite function of h ◦ λ, where h is symmetric and
convex.

Proof. First, we should prove that

(h ◦ λ)∗ = h∗ ◦ λ. (5.1)

Actually, for any S ∈ SCODT (m,n),

(h ◦ λ)∗(S) = sup{⟨X ,S⟩ − h ◦ λ(X ) | X ∈ SCODT (m,n)},

and

(h∗ ◦ λ)(S) = sup{⟨λ(X ), λ(S)⟩ − h ◦ λ(X ) | λ(X ) ∈ SCODT (m,n)}.

By Theorem 3.12, it can be deduce that

(h ◦ λ)∗(S) ≤ (h∗ ◦ λ)(S),

and the above equality is established if the angles between S and X are equal to zero. This
proves (5.1). Furthermore, if h is proper, closed and convex, with using Lemma 5.1 and the
equality (5.1), then we derive

(h ◦ λ)∗∗ = (h∗ ◦ λ)∗ = h∗∗ ◦ λ = h ◦ λ.

According to Lemma 5.1 again, it deduce that h ◦ λ is closed and convex. This completes
the proof.
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6 Conclusion

In this paper, we considered generalizations of the important Von Neumann’s trace inequality
and Fan’s inequality for matrices to completely orthogonally decomposable tensors and
completely orthogonally decomposable symmetrical tensors respectively. Especially, the
angle between two CODTs is defined and considered in it. Meanwhile, spectral properties
for CODT and SCODT are studied as well.
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