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#### Abstract

This paper presents some generalizations of Von Neumann's trace inequality for matrices to the contents of completely orthogonally decomposable tensors. The angle between two completely orthogonally decomposable (symmetrical) tensors is defined and taken into account in the Von Neumann-type inequality. Moreover, the properties of spectral functions in the case of completely orthogonally decomposable asymmetrical and symmetrical tensors are studied, respectively.
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## 1 Introduction

Von Neumann's trace inequality, a famous trace inequality of matrices related to singular values, was proposed by Von Neumann[16] in 1937. This inequality is of great significance not only in mathematical theory but also in practical applications, such as signal processing, communication engineering, systems engineering and so on. It plays a key role in many matrix approximation problems.

As we all know, matrix singular value decomposition (SVD) is a practical tool in matrix analysis, engineering, statistics, and many other fields. With the SVD method, an original matrix can yield a low-rank matrix that is closer to it. With the coming age of big data, tensor, as a tool for describing high-dimensional data, has attracted more and more attention and research $[1,4,12]$. Among these, tensor decomposition and approximation problems are some of the focuses $[7,9]$. Therefore, it would be meaningful if these properties and decompositions could be directly generalized to higher-order tensors. Tensor decomposition and approximation problem is essentially a higher-order generalization of the matrix.

The tensor decompositions derived from different matrix decomposition forms are different. At present, the most commonly used extension from matrix SVD to higher-order tensors is the so-called Higher-Order Singular Value Decomposition (HOSVD)[15]. Chrétienand and Wei [3] extended Von Neumann's trace inequality to tensors using SVD based on Tucker decomposition of tensors.

The famous Von Neumann's trace inequality explores the relationship between matrices and their singular values. Inspired by it, we intend to study the intrinsic relationship between

[^0][^1]tensors and their SVDs. One of the difficulties is the appropriate description of orthogonal decompositions of tensors. Actually, Kolda[10] presented several orthogonal decompositions of tensors, where only the completely orthogonal decomposition of the tensor is a parallel generalization of the matrix SVD.

This paper is structured as follows. In section 2, we will review some definitions and notations for matrices and tensors. In section 3, we will propose Von Neumann-type inequality based on completely orthogonally decomposable tensors and Fan-type inequality based on completely orthogonally decomposable symmetrical tensors (SCODT), respectively. Subsequently, we will discuss the spectral function for CODT in section 4, and the spectral function for SCODT in section 5 . Some conclusions will be presented in the last section to conclude this paper.

## 2 Preliminary

In this section, we will briefly review some concepts and notations for matrices and tensors. Given two (real) matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ of the same size $m \times n$, their Hadamard product $A * B$ is a matrix with size $m \times n$, which elements are given by $(A * B)_{i j}=a_{i j} b_{i j}$. A matrix $C=\left(c_{i j}\right) \in \mathbb{R}^{n \times n}$ is said to be absolutely doubly stochastic, if its sum of absolute value of the elements in each row and column equals to 1 , i.e., $|C| e=e$ and $e^{\top}|C|=e^{\top}$ where $|C|=\left(\left|c_{i j}\right|\right)$ and $e=[1, \cdots, 1]^{\top} \in \mathbb{R}^{n}$; a matrix $C \in \mathbb{R}^{n \times n}$ is called absolutely doubly substochastic, if the sum of absolute value of the elements in each row and column of $C$ is at most 1 . For every $\mathbf{x} \in \mathbb{R}^{n}$, we have the $l_{p}$-norm (for $p \geq 1$ ) $\|\mathbf{x}\|_{p}$, defined as $\|\mathbf{x}\|_{p}=\sqrt[p]{\left(\sum_{i=1}^{n}\left|\mathbf{x}_{i}\right|^{p}\right)}$.

A (real) $m$-th order $I_{1} \times \cdots \times I_{m}$-dimensional tensor (a.k.a. hypermatrix [13]) $\mathcal{A}$, whose element is specified as $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right)$ where $i_{j} \in\left\{1, \cdots, I_{j}\right\}$ and $j \in\{1, \cdots, m\}$. The set of all tensors with size $I_{1} \times \cdots \times I_{m}$ is denoted by $T\left(I_{1}, \cdots, I_{m}\right)$. Specially, when $I_{1}=$ $\cdots=I_{m}=n$, the set of all the $m$-th order $n$-dimensional tensors is denoted by $T_{m, n}$. Given a tensor $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in T_{m, n}$, if the entries $a_{i_{1} \cdots i_{m}}$ are invariant under any permutation of their indices, then $\mathcal{A}$ is called a symmetric tensor. The set of all the $m$-th order $n$ dimensional symmetric tensors is denoted by $S_{m, n}$. For a tensor $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in T_{m, n}, a_{i \cdots i}$ for $i \in\{1, \cdots, n\}$ are called diagonal entries of $\mathcal{A}$, and the other entries of $\mathcal{A}$ are called off-diagonal entries of $\mathcal{A}$. A tensor $\mathcal{A}$ is called diagonal if all of its off-diagonal entries are zero. For a tensor $\mathcal{A} \in T(m, n)$, we denote $\lambda$ as the eigenvalue map $\lambda: \mathcal{A} \rightarrow \mathbb{R}^{r}$, where $r$ is the rank of $\mathcal{A}$. Given a tensor $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in T_{m, n}$ and a vector $\mathbf{x} \in \mathbb{R}^{n}$, then $\mathcal{A} \mathbf{x}^{m-1}$ is a vector in $\mathbb{R}^{n}$ with its $i$ th component as

$$
\left(\mathcal{A} \mathbf{x}^{m-1}\right)_{i}:=\sum_{i_{2}, \cdots, i_{m}=1}^{n} a_{i i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}}
$$

for $i \in\{1, \cdots, n\} . \mathcal{A} \mathbf{x}^{m}$ is a homogeneous polynomial of degree $m$, defined as

$$
\mathcal{A} \mathbf{x}^{m}:=\mathbf{x}^{\top}\left(\mathcal{A} \mathbf{x}^{m-1}\right)=\sum_{i_{1}, \cdots, i_{m}=1}^{n} a_{i_{1} \cdots i_{m}} x_{i_{1}} \cdots x_{i_{m}}
$$

Given tensors $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right)$ and $\mathcal{B}=\left(b_{i_{1} \cdots i_{m}}\right) \in T\left(I_{1}, \cdots, I_{m}\right)$, their inner product is defined as

$$
\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{m}=1}^{I_{m}} a_{i_{1} \cdots i_{m}} b_{i_{1} \cdots i_{m}}
$$

### 2.1 Decomposable tensors

A tensor $\mathcal{U} \in T\left(I_{1}, \cdots, I_{m}\right)$ is called a decomposable tensor[10], if $\mathcal{U}$ can be written as

$$
\mathcal{U}=\mathbf{u}^{(1)} \otimes \mathbf{u}^{(2)} \otimes \cdots \otimes \mathbf{u}^{(m)}
$$

where " $\otimes$ " denotes outer product and each $\mathbf{u}^{(j)} \in \mathbb{R}^{I_{j}}$ for $j=1, \cdots, m$. Specially, when $\mathbf{u}^{(1)}=\cdots=\mathbf{u}^{(m)}=\mathbf{u}, \mathcal{U}$ can be abbreviated as $\mathcal{U}=\mathbf{u}^{\otimes m}$. Each component of $\mathcal{U}$ is

$$
\mathcal{U}_{i_{1} \ldots i_{m}}=\mathbf{u}_{i_{1}}^{(1)} \mathbf{u}_{i_{2}}^{(2)} \cdots \mathbf{u}_{i_{m}}^{(m)}
$$

A decomposable tensor is a tensor of rank-1. A tensor is rank-1 if it can be expressed as the outer product of a series of vectors, such as $\mathcal{U}=\mathbf{u}^{(1)} \otimes \cdots \otimes \mathbf{u}^{(m)}$ for $\mathbf{u}^{(j)} \in \mathbb{R}^{I_{j}}$. A tensor $\mathcal{A}$ is rank- $r$ if $r$ is the smallest integer such that $\mathcal{A}$ is the weighted sum of rank- 1 tensors, i.e.,

$$
\mathcal{A}=\sum_{i=1}^{r} \gamma_{i} \mathbf{u}_{i}^{(1)} \otimes \cdots \otimes \mathbf{u}_{i}^{(m)}
$$

A decomposable tensor has a higher-order singular value decomposition(HOSVD). The HOSVD is a kind of multidimensional generalization of the matrix singular value decomposition, which defined by De Lathauwer et al[15].

The symbol $S t(m, n)$ denotes a Stiefel manifold, which is the set of all $m$-tuples orthonormal vectors in $\mathbb{R}^{n}$. Given column vectors $\mathbf{v}_{1}, \cdots, \mathbf{v}_{m} \in \mathbb{R}^{n}$, a matrix $\left[\mathbf{v}_{1}, \cdots, \mathbf{v}_{m}\right] \in$ $S t(m, n)$, if $\left\|\mathbf{v}_{i}\right\|=1$ and $\mathbf{v}_{i} \perp \mathbf{v}_{j}$ for all $i \neq j \in\{1, \ldots, m\}$.

### 2.2 Completely orthogonally decomposable tensors

Given a real matrix $A \in \mathbb{R}^{m \times n}$, it can be expressed as the following formality,

$$
A=U \Sigma V^{\top}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{\top}
$$

which is the SVD of $A, U=\left[\mathbf{u}_{1}, \cdots, \mathbf{u}_{r}\right] \in S t(r, m), V=\left[\mathbf{v}_{1}, \cdots, \mathbf{v}_{r}\right] \in S t(r, n)$, and $\Sigma=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{r}\right)$ is a diagonal matrix in $\mathbb{R}^{r \times r}$, where $r$ is the rank of $A$. Therefore, a matrix can be decomposed into a sum of rank one matrices. Analogously, defined in the same way, a tensor that can be expressed as the sum of rank one tensors is called completely orthogonally decomposable tensor, refer to [10].

Definition 2.1 (CODT). Let $\mathcal{A} \in T\left(I_{1}, \cdots, I_{m}\right)$ be a tensor. $\mathcal{A}$ is called a completely orthogonally decomposable tensor, if $\mathcal{A}$ can be represented as

$$
\begin{equation*}
\mathcal{A}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i}^{(1)} \otimes \cdots \otimes \mathbf{u}_{i}^{(m)} \tag{2.1}
\end{equation*}
$$

where $\left[\mathbf{u}_{1}^{(j)}, \cdots, \mathbf{u}_{r}^{(j)}\right] \in S t\left(r, I_{j}\right)$ for $j \in\{1, \cdots, m\}$ and $\sigma_{i}>0$ for $i \in\{1, \cdots, r\}$, the corresponding $r$ is the completely orthogonal rank of $\mathcal{A}$. In this case, $\sigma_{i}$ are called a singular value of $\mathcal{A}, \mathbf{u}_{i}^{(1)}, \cdots, \mathbf{u}_{i}^{(m)}$ are called singular vectors corresponding to $\sigma_{i}$ for all $i \in\{1, \cdots, r\}$, and the decomposition (2.1) is called the higher-order singular value decomposition of $\mathcal{A}$.

Definition 2.2 (SCODT). Let $\mathcal{A} \in S_{m, n}$ be a tensor. $\mathcal{A}$ is called a completely orthogonally decomposable symmetrical tensor, if $\mathcal{A}$ can be represented as

$$
\begin{equation*}
\mathcal{A}=\sum_{i=1}^{r} \lambda_{i} \mathbf{u}_{i} \otimes \cdots \otimes \mathbf{u}_{i} \tag{2.2}
\end{equation*}
$$

or abbreviated as $\sum_{i=1}^{n} \lambda_{i} \mathbf{u}_{i}^{\otimes m}$. It also can be written as

$$
\begin{equation*}
\mathcal{A}=\Lambda \cdot(U, \cdots, U) \tag{2.3}
\end{equation*}
$$

where $U=\left[\mathbf{u}_{1}, \cdots, \mathbf{u}_{r}\right] \in S t(r, n), \Lambda \in S_{m, r}$ is a diagonal tensor and its diagonal elements are order singular values of tensor $\mathcal{A}$, and $\lambda_{i}>0$ with $i \in\{1, \cdots, r\}$, the corresponding $r$ is the completely orthogonal symmetrical rank of $\mathcal{A}$.

Usually, the diagonal elements of tensor $\Lambda$ are arranged in order by size, called ordered singular value. Let $\|\cdot\|$ denote a unitarily invariant norm, then $\|\mathcal{A}\|=\left\|\Lambda \cdot\left(U_{1}, \cdots, U_{m}\right)\right\|=$ $\|\Lambda\|$ for the above tensor $\mathcal{A}$.

Throughout the rest of this paper, the set of all the completely orthogonally decomposable (symmetrical) tensors is denoted by CODT (SCODT). If a tensor $\mathcal{A}$ is completely orthogonally decomposable (symmetrical), then it is denoted by $\mathcal{A} \in \operatorname{CODT}$ (SCODT) .

## 3 Von Neumann-type Inequality for CODT

In this section, we intend to study the relationship between tensors and their SVDs based on the Von Neumann's trace inequality. At the beginning of this section, some lemmas are given for the requirement. After that, the angles between two CODTs are defined and the Von Neumann-type inequality for CODT is established. Meanwhile, through the similar analysis, the Fan's inequality for matrices is extended to the content of SCODT. For Lemma 3.1 and Lemma 3.2, see [6].

Lemma 3.1 (Von Neumann's trace inequality). Let the non-increasingly ordered singular values of $A, B \in \mathbb{R}^{m \times n}$ be $\sigma_{1}(A) \geq \cdots \geq \sigma_{r}(A)$ and $\sigma_{1}(B) \geq \cdots \geq \sigma_{r}(B)$, where $r=$ $\min \{m, n\}$. Then, the following inequality holds

$$
\operatorname{tr}\left(A B^{\boldsymbol{\top}}\right) \leq \sum_{i=1}^{r} \sigma_{i}(A) \sigma_{i}(B)
$$

Lemma 3.2 (Fan's inequality). Any real symmetric matrices $X$ and $Y$ satisfy the inequality

$$
\operatorname{tr}(X Y) \leq \lambda(X)^{\top} \lambda(Y)
$$

equality holds if and only if $X$ and $Y$ have a simultaneous ordered spectral decomposition.
Lemma 3.3. Let $U_{1}=\left(u_{i j}^{1}\right), \cdots, U_{m}=\left(u_{i j}^{m}\right) \in \mathbb{R}^{n \times n}$ be orthogonal matrices, and denote $C=U_{1} * \cdots * U_{m}$, then $C$ is absolutely doubly substochastic.

Proof. First, we can prove that the Hadamard product of two orthogonal matrices is doubly substochastic. Suppose that $U_{1}$ and $U_{2}$ be orthogonal matrices, it is easy to see that for each $i \in\{1, \cdots, n\}$,

$$
\sum_{j=1}^{n}\left|\left[U_{1} * U_{2}\right]_{i j}\right| \leq \sqrt{\left(u_{i 1}^{1}\right)^{2}+\cdots+\left(u_{i m}^{1}\right)^{2}} \sqrt{\left(u_{i 1}^{2}\right)^{2}+\cdots+\left(u_{i m}^{2}\right)^{2}} \leq 1
$$

and for each $j \in\{1, \cdots, n\}$ we similarly obtain $\sum_{i=1}^{n}\left|\left(U_{1} * U_{2}\right)_{i j}\right| \leq 1$. Then $U_{1} * U_{2}$ is absolutely doubly substochastic.

Furthermore, we can prove that the Hadamard product of an orthogonal matrix and an absolutely doubly substochastic matrix is absolutely doubly substochastic. Suppose that $U_{\alpha}$ is orthogonal and $U_{\beta}$ is absolutely doubly substochastic, then it is easy to verify that for each $i \in\{1, \cdots, n\}$

$$
\sum_{j=1}^{n}\left|\left(U_{\alpha} * U_{\beta}\right)_{i j}\right| \leq \sum_{j=1}^{n}\left|\left(U_{\beta}\right)_{i j}\right| \leq 1,
$$

and for each $j \in\{1, \cdots, n\}$ we can similarly obtain $\sum_{i=1}^{n}\left|\left(U_{\alpha} * U_{\beta}\right)_{i j}\right| \leq 1$.
According to the above deduction, it is naturally deduced that $C$ is absolutely doubly substochastic.

Lemma 3.4. Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ be absolutely doubly substochastic, then there exists an absolutely doubly stochastic matrix $W=\left(w_{i j}\right) \in \mathbb{R}^{n \times n}$ such that $|A| \leq|W|$, i.e., $\left|a_{i j}\right| \leq\left|w_{i j}\right|$ for each $i, j$.

Lemma 3.5. Let $P$ be a polyhedral set in $\mathbb{R}^{n}$. Assume that $P$ has at least one vertex. Then if a linear function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ attains a maximum over $P$, it attains a maximum at a vertex of $P$.

Lemma 3.6. Let $a_{1 i}, a_{2 i}, \cdots, a_{m i} \in \mathbb{R}$ for $i=1,2, \cdots, n$, then

$$
\sum_{i=1}^{n}\left|a_{1 i} a_{2 i} \cdots a_{m i}\right| \leq \sqrt[m]{\sum_{i=1}^{n}\left|a_{1 i}\right|^{m}} \cdot \sqrt[m]{\sum_{i=1}^{n}\left|a_{2 i}\right|^{m} \cdots \sqrt[m]{\sum_{i=1}^{n}\left|a_{m i}\right|^{m}} . . . . .}
$$

The equality holds if and only if $\frac{\left|a_{1 i}\right|}{\sqrt[m]{\sum_{i=1}^{n}\left|a_{i i}\right|^{m}}}=\frac{\left|a_{2 i}\right|}{\sqrt[m]{\sum_{i=1}^{n}\left|a_{2 i}\right|^{m}}}=\cdots=\frac{\left|a_{m i}\right|}{\sqrt[m]{\sum_{i=1}^{n}\left|a_{m i}\right|^{m}}}$ where $a_{1 i}, \cdots, a_{m i} \neq 0$, and $i=1,2, \cdots, n$.

Proof. Let $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ be two vectors, $p>1$ and $q>1$ be numbers such that $\frac{1}{p}+\frac{1}{q}=1$. The well-known Hölder inequality [5] reads as

$$
\sum_{i=1}^{n}\left|x_{i} y_{i}\right| \leq \sqrt[p]{\sum_{i=1}^{n}\left|x_{i}\right|^{p}} \sqrt[q]{\sum_{i=1}^{n}\left|y_{i}\right|^{q}}
$$

the equality holds if and only if the vectors $\left[\left|x_{i}\right|^{p}\right]$ and $\left[\left|y_{i}\right|^{q}\right]$ are linearly dependent. Let $\mathbf{y}$ be with $y_{i}=a_{2 i} \ldots a_{m i}$ and $\mathbf{x}$ with $x_{i}=a_{1 i}$ for all $i \in\{1, \ldots, n\}$, and $p:=m$ and $q:=\frac{m}{m-1}$.

Then, from the Hölder inequality, it can be deduced that

$$
\begin{align*}
\sum_{i=1}^{n}\left|a_{1 i} a_{2 i} \cdots a_{m i}\right| & =\sum_{i=1}^{n}\left|x_{i} y_{i}\right| \\
& \leq\|\mathbf{x}\|_{p}\|\mathbf{y}\|_{q} \\
& =\sqrt[m]{\sum_{i=1}^{n}\left|x_{i}\right|^{m}} \sqrt[m]{m_{-1}} \sqrt{\sum_{i=1}^{n}\left|y_{i}\right|^{\frac{m}{m-1}}} \\
& =\sqrt[m]{\sum_{i=1}^{n}\left|a_{1 i}\right|^{m}} \sqrt[m]{\frac{m}{m-1}} \sqrt{\sum_{i=1}^{n}\left|a_{2 i} \ldots a_{m i}\right|^{\frac{m}{m-1}}} \tag{3.1}
\end{align*}
$$

The following derivation is in the same way as deduced above,

$$
\begin{align*}
\sum_{i=1}^{n}\left|a_{2 i} \ldots a_{m i}\right|^{\frac{m}{m-1}} & =\sum_{i=1}^{n}\left|a_{2 i}\right|^{\frac{m}{m-1}} \ldots\left|a_{m i}\right|^{\frac{m}{m-1}} \\
& \leq \sqrt[m-1]{\sum_{i=1}^{n}\left(\left|a_{2 i}\right|^{\frac{m}{m-1}}\right)^{m-1}} \sqrt[\frac{m-1}{m-2}]{\sum_{i=1}^{n}\left(\left|a_{3 i}\right|^{\frac{m}{m-1}} \ldots\left|a_{m i}\right|^{\frac{m}{m-1}}\right)^{\frac{m-1}{m-2}}} \\
& =\sqrt[m-1]{\sum_{i=1}^{n}\left|a_{2 i}\right|^{m} \sqrt[m-1]{m-2} \sqrt{\sum_{i=1}^{n}\left|a_{3 i} \ldots a_{m i}\right|^{\frac{m}{m-2}}}} \tag{3.2}
\end{align*}
$$

Thus, together with (3.1), it can be deduced that

$$
\sum_{i=1}^{n}\left|a_{1 i} a_{2 i} \cdots a_{m i}\right| \leq \sqrt[m]{\sum_{i=1}^{n}\left|a_{1 i}\right|^{m}} \sqrt[m]{\sum_{i=1}^{n}\left|a_{2 i}\right|^{m}} \frac{m}{m-2} \sqrt{\sum_{i=1}^{n}\left|a_{3 i} \ldots a_{m i}\right|^{\frac{m}{m-2}}}
$$

Continuously applying inductive steps to $\sum_{i=1}^{n}\left|a_{3 i} \ldots a_{m i}\right|^{\frac{m}{m-2}}$, we can get the final inequality.

Let's prove the equality. By the Hölder inequality, the equality holds if and only if $\left[\left|x_{i}\right|^{p}\right]$ and $\left[\left|y_{i}\right|^{q}\right]$ are linearly dependent. Thus the equality holds in (3.1) if and only if

$$
\left|a_{1 i}\right|^{m}=k_{1}\left|a_{2 i} \cdots a_{m i}\right|^{\frac{m}{m-1}}
$$

which implies $\left|a_{1 i}\right|=k_{1}\left|a_{2 i} \cdots a_{m i}\right|^{\frac{1}{m-1}}$. Similarly, the equality holds in (3.2) if and only if

$$
\left|a_{2 i}\right|=k_{2}\left|a_{3 i} \cdots a_{m i}\right|^{\frac{1}{m-2}} .
$$

Inductively,

$$
\left|a_{(m-1) i}\right|=k_{m-1}\left|a_{m i}\right|
$$

For this formula, by reverse derivation, we deduce that $\left|a_{1 i}\right|, \cdots,\left|a_{m i}\right|$ for $i=1, \cdots, n$ are mutually linear dependent. This completes the proof.

### 3.1 The case for matrices

In order to explore the angles between two tensors, we firstly consider the content between two matrices. Given two $s$-dimensional subspaces $G$ and $H$ in $\mathbb{R}^{n}$. Given two orthonormal
matrices $O_{G}, O_{H} \in \mathbb{R}^{n \times s}$, which the columns be orthogonal bases in subspaces $G$ and $H$ respectively. Typically, the angles between subspaces $G$ and $H$ are defined as the ranges of given matrices $O_{G}$ and $O_{H}$. If $Y^{\top}\left(O_{G}^{\top} O_{H}\right) Z=\operatorname{diag}\left(\varrho_{1}, \cdots, \varrho_{s}\right)$ is the SVD of $O_{G}^{\top} O_{H}$, then angles denoted as $\vartheta_{k}$ between $O_{G}$ and $O_{H}$ defined in the following

$$
\begin{array}{r}
O_{G} Y=\left[\mathbf{g}_{1}, \cdots, \mathbf{g}_{s}\right], \\
O_{H} Z=\left[\mathbf{h}_{1}, \cdots, \mathbf{h}_{s}\right] \\
\cos \vartheta_{i}=\varrho_{i} \text { for } i=1, \cdots, s
\end{array}
$$

Given two matrices $A, B \in \mathbb{R}^{n \times r}$, then the singular value decomposition of $A$ and $B$ are $A=U \Sigma_{A} V^{\top}$ and $B=P \Sigma_{B} Q^{\top}$, respectively. Here $U=\left[\mathbf{u}_{1}, \cdots, \mathbf{u}_{r}\right], V=$ $\left[\mathbf{v}_{1}, \cdots, \mathbf{v}_{r}\right], P=\left[\mathbf{p}_{1}, \cdots, \mathbf{p}_{r}\right], Q=\left[\mathbf{q}_{1}, \cdots, \mathbf{q}_{r}\right], \Sigma_{A}=\operatorname{diag}\left(\sigma_{1}(A), \cdots, \sigma_{r}(A)\right)$, and $\Sigma_{B}=$ $\operatorname{diag}\left(\sigma_{1}(B), \cdots, \sigma_{r}(B)\right)$. Define

$$
\begin{aligned}
& \cos \theta_{i}=\left\|P^{\top} \mathbf{u}_{i}\right\| \text { for } i=1, \cdots, r \\
& \cos \eta_{i}=\left\|Q^{\top} \mathbf{v}_{i}\right\| \text { for } i=1, \cdots, r \\
& \cos \phi_{i}=\left\|U^{\top} \mathbf{p}_{i}\right\| \text { for } i=1, \cdots, r \\
& \cos \varphi_{i}=\left\|V^{\top} \mathbf{q}_{i}\right\| \text { for } i=1, \cdots, r
\end{aligned}
$$

Denote

$$
\begin{align*}
\cos \hat{\theta} & =\max \left\{\cos \theta_{i}, i=1, \cdots, r\right\} \\
\cos \hat{\eta} & =\max \left\{\cos \eta_{i}, i=1, \cdots, r\right\} \\
\cos \hat{\phi} & =\max \left\{\cos \phi_{i}, i=1, \cdots, r\right\}  \tag{3.3}\\
\cos \hat{\varphi} & =\max \left\{\cos \varphi_{i}, i=1, \cdots, r\right\}
\end{align*}
$$

As discussed above, considering the angles between two matrices, we obtain the following singular value inequality related to the angle between two matrices.

Proposition 3.7. Let $A, B \in \mathbb{R}^{n \times p}, r=\min \{n, p\}$, and its ordered singular values be $\sigma_{1}(A) \geq \cdots \geq \sigma_{r}(A)$ and $\sigma_{1}(B) \geq \cdots \geq \sigma_{r}(B)$ respectively. Then

$$
\langle A, B\rangle \leq \max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i=1}^{r} \sigma_{i}(A) \sigma_{i}(B)
$$

where $\hat{\theta}, \hat{\eta}, \hat{\phi}, \hat{\varphi}$ are defined as (3.3).

Proof. Compute

$$
\begin{equation*}
\langle A, B\rangle=\sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B)\left\langle\mathbf{u}_{i}, \mathbf{p}_{j}\right\rangle\left\langle\mathbf{v}_{i}, \mathbf{q}_{j}\right\rangle=\sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B) M_{i j} \tag{3.4}
\end{equation*}
$$

where $M=\left(U^{\top} P\right) *\left(V^{\top} Q\right)=\left[M_{i j}\right]$. The row sum of $M$ for each $i \in\{1, \cdots, r\}$ is as follows,

$$
\begin{aligned}
\sum_{j=1}^{r}\left|M_{i j}\right| & =\sum_{j=1}^{r}\left|\left\langle\mathbf{u}_{i}, \mathbf{p}_{j}\right\rangle \|\left\langle\mathbf{v}_{i}, \mathbf{q}_{j}\right\rangle\right| \\
& \leq \sqrt{\sum_{j=1}^{r}\left\langle\mathbf{u}_{i}, \mathbf{p}_{j}\right\rangle^{2}} \sqrt{\sum_{j=1}^{r}\left\langle\mathbf{v}_{i}, \mathbf{q}_{j}\right\rangle^{2}} \\
& =\sqrt{\sum_{j=1}^{r}\left(P^{\top} \mathbf{u}_{i}\right)_{j}^{2}} \sqrt{\sum_{j=1}^{r}\left(Q^{\top} \mathbf{v}_{i}\right)_{j}^{2}} \\
& =\left\|P^{\top} \mathbf{u}_{i}\right\|\left\|Q^{\top} \mathbf{v}_{i}\right\| \\
& =\cos \theta_{i} \cdot \cos \eta_{i} \\
& \leq \cos \hat{\theta} \cdot \cos \hat{\eta},
\end{aligned}
$$

and its column sum for each $j \in\{1, \cdots, r\}$ is as follows,

$$
\begin{aligned}
\sum_{i=1}^{r}\left|M_{i j}\right| & \left.=\sum_{i=1}^{r}\left|\left\langle\mathbf{u}_{i}, \mathbf{p}_{j}\right\rangle \|\right| \mathbf{v}_{i}, \mathbf{q}_{j}\right\rangle \mid \\
& \leq \sqrt{\sum_{i=1}^{r}\left\langle\mathbf{u}_{i}, \mathbf{p}_{j}\right\rangle^{2}} \sqrt{\sum_{i=1}^{r}\left\langle\mathbf{v}_{i}, \mathbf{q}_{j}\right\rangle^{2}} \\
& =\sqrt{\sum_{i=1}^{r}\left(U^{\top} \mathbf{p}_{j}\right)_{i}^{2}} \sqrt{\sum_{i=1}^{r}\left(V^{\top} \mathbf{q}_{j}\right)_{i}^{2}} \\
& =\left\|U^{\top} \mathbf{p}_{j}\right\|\left\|V^{\top} \mathbf{q}_{j}\right\| \\
& =\cos \phi_{j} \cdot \cos \varphi_{j} \\
& \leq \cos \hat{\phi} \cdot \cos \hat{\varphi}
\end{aligned}
$$

Denote $\hat{M}=\min \left\{\frac{1}{\cos \hat{\theta} \cdot \cos \hat{\eta}}, \frac{1}{\cos \hat{\phi} \cdot \cos \hat{\varphi}}\right\} M$. Then, $\hat{M}$ is both row and column absolutely doubly substochastic. Therefore, $\hat{M}$ is absolutely doubly substochastic. Combining (3.4), it can be obtained that,

$$
\begin{aligned}
\langle A, B\rangle & =\sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B) M_{i j} \\
& =\max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B) \hat{M}_{i j}
\end{aligned}
$$

Since $\hat{M}$ is absolutely doubly substochastic, by Lemma 3.4 there exists an absolutely doubly stochastic matrix $C=\left[C_{i j}\right] \in \mathbb{R}^{r \times r}$ such that

$$
\langle A, B\rangle \leq \max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B) C_{i j}
$$

Define a linear function $f(C):=\sum_{i, j=1}^{r} \sigma_{i} \gamma_{j} C_{i j}$ on the set of absolutely doubly substochastic matrices, by Lemma 3.5, it attains its maximum at a vertex. If $\pi$ is a permutation such that
$C_{i j}=1$ if and only if $j=\pi(i)$, then

$$
\begin{align*}
\langle A, B\rangle & \leq \max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i, j=1}^{r} \sigma_{i}(A) \sigma_{j}(B) C_{i j} \\
& =\max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i=1}^{r} \sigma_{i}(A) \sigma_{\pi(i)}(B)  \tag{3.5}\\
& \leq \max \{\cos \hat{\theta} \cdot \cos \hat{\eta}, \cos \hat{\phi} \cdot \cos \hat{\varphi}\} \sum_{i=1}^{r} \sigma_{i}(A) \sigma_{i}(B)
\end{align*}
$$

### 3.2 The case for CODT

Analogously, we could have the above ideas to define the angle between two CODTs. Given two completely orthogonally decomposable tensors $\mathcal{A}$ and $\mathcal{B}$ with size $I_{1} \times \cdots \times I_{m}$, then

$$
\mathcal{A}=\Lambda_{\mathcal{A}} \cdot\left(U_{1}, \cdots, U_{m}\right)
$$

and

$$
\mathcal{B}=\Lambda_{\mathcal{B}} \cdot\left(V_{1}, \cdots, V_{m}\right),
$$

where $U_{k}=\left[\mathbf{u}_{1}^{(k)}, \cdots, \mathbf{u}_{r}^{(k)}\right]$ and $V_{k}=\left[\mathbf{v}_{1}^{(k)}, \cdots, \mathbf{v}_{r}^{(k)}\right]$ for $k=1, \cdots, m$. We define the angles of $\mathcal{A}$ and $\mathcal{B}$ as follows,

$$
\begin{align*}
\cos \theta_{j}^{(k)} & =\left\|V_{j}^{\top} \mathbf{u}_{j}^{(k)}\right\|, \text { for } k=1, \cdots, m \text { and } j=1, \cdots, r  \tag{3.6}\\
\cos \delta_{j}^{(k)} & =\left\|U_{j}^{\top} \mathbf{v}_{j}^{(k)}\right\|, \text { for } k=1, \cdots, m \text { and } j=1, \cdots, r
\end{align*}
$$

and

$$
\begin{align*}
\cos \theta & =\max \left\{\cos \theta_{j}^{(k)} \mid k=1, \cdots, m \text { and } j=1, \cdots, r\right\} \\
\cos \delta & =\max \left\{\cos \delta_{j}^{(k)} \mid k=1, \cdots, m \text { and } j=1, \cdots, r\right\}  \tag{3.7}\\
\cos \eta & =\max \left\{\cos \theta_{j}^{(k)}, \cos \delta_{j}^{(k)} \mid k=1, \cdots, m \text { and } j=1, \cdots, r\right\}
\end{align*}
$$

Considering the angle of two CODTs, we discuss the relationship between two CODTs and their SVDs based on the classic Von Neumann's inequality and obtain the following Von Neumann-type inequality.

Theorem 3.8 (Von Neumann-type inequality). Let $\mathcal{A}, \mathcal{B} \in T\left(I_{1}, \cdots, I_{m}\right)$ be completely orthogonally decomposable tensors, $r=\min \left\{I_{1}, \cdots, I_{m}\right\}$ and the ordered singular values of $\mathcal{A}$ and $\mathcal{B}$ be $\sigma_{1}(\mathcal{A}) \geq \cdots \geq \sigma_{r}(\mathcal{A})$ and $\sigma_{1}(\mathcal{B}) \geq \cdots \geq \sigma_{r}(\mathcal{B})$, respectively. Then the following inequality holds

$$
\langle\mathcal{A}, \mathcal{B}\rangle \leq \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})
$$

where $\theta$ and $\delta$ are defined as (3.7). Moreover, the above equality holds if $\theta_{j}^{(k)}=0$ and $\delta_{j}^{(k)}=0$ for all $k \in\{1, \cdots, m\}, j \in\{1, \cdots, r\}$.

Proof. Since $\mathcal{A}$ and $\mathcal{B}$ are completely orthogonally decomposable tensors, they can be expressed by the definition 2.1 as follows

$$
\mathcal{A}=\sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \mathbf{u}_{i}^{(1)} \otimes \cdots \otimes \mathbf{u}_{i}^{(m)}
$$

and

$$
\mathcal{B}=\sum_{i=1}^{r} \sigma_{i}(\mathcal{B}) \mathbf{v}_{i}^{(1)} \otimes \cdots \otimes \mathbf{v}_{i}^{(m)}
$$

Denote $U_{k}=\left[\mathbf{u}_{1}^{(k)}, \cdots, \mathbf{u}_{r}^{(k)}\right]$ and $V_{k}=\left[\mathbf{v}_{1}^{(k)}, \cdots, \mathbf{v}_{r}^{(k)}\right]$, then $U_{k}, V_{k} \in S t\left(r, I_{k}\right)$ for $k=$ $1, \cdots, m$. Then

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left\langle\mathbf{u}_{i}^{(1)} \otimes \cdots \otimes \mathbf{u}_{i}^{(m)}, \mathbf{v}_{i}^{(1)} \otimes \cdots \otimes \mathbf{v}_{i}^{(m)}\right\rangle \\
& =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle \cdots\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle \\
& =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left(U_{1}^{\top} V_{1}\right)_{i j} \cdots\left(U_{m}^{\top} V_{m}\right)_{i j} \\
& =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B}) W_{i j} .
\end{aligned}
$$

Denote $W=\left[W_{i j}\right]=\left[\left(U_{1}{ }^{\top} V_{1}\right)_{i j} \cdots\left(U_{m}{ }^{\top} V_{m}\right)_{i j}\right]$ and $W_{k}=U_{k}{ }^{\top} V_{k}$ for all $k \in\{1, \cdots, m\}$, then $W$ is an absolutely doubly substochastic matrix. Actually, matrices $U_{k}$ and $V_{k}$ can be extended to orthogonal matrix $\tilde{U}$ and $\tilde{V}$ by adding some column $U_{k}^{\prime}$ and $V_{k}^{\prime}$, which can be denoted as $\tilde{U}_{k}=\left[\begin{array}{ll}U_{k} & U_{k}^{\prime}\end{array}\right]$ and $\tilde{V}_{k}=\left[\begin{array}{ll}V_{k} & V_{k}^{\prime}\end{array}\right]$ respectively. Then,

$$
\tilde{U}_{k}^{\top} \tilde{V}_{k}=\left[\begin{array}{cc}
U_{k}^{\top} V_{k} & U_{k}^{\top} V_{k}^{\prime} \\
U_{k}^{\prime \top} V_{k} & U_{k}^{\prime \mathrm{\top}} V_{k}^{\prime}
\end{array}\right] \quad \text { for } k \in\{1, \cdots, m\},
$$

which is a orthogonal matrix. Natually, as a submatrix of the orthogonal matrix $\tilde{U}_{k}^{\top} \tilde{V}_{k}$, $W_{k}=U_{k}^{\top} V_{k}$ is absolutely doubly substochastic. Thus, by Lemma 3.3, $W$ is absolutely doubly substochastic.

Combining Lemma 3.6, the row sum of $W$ for each $i \in\{1, \cdots, r\}$ is as follows,

$$
\begin{aligned}
\sum_{j=1}^{r}\left|W_{i j}\right| & =\sum_{j=1}^{r}\left|\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle\right| \cdots\left|\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle\right| \\
& \leq \sqrt[m]{\sum_{j=1}^{r}\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle^{m}} \cdots \sqrt[m]{\sum_{j=1}^{r}\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle^{m}} \\
& \leq \sqrt{\sum_{j=1}^{r}\left(V_{1}^{\top} \mathbf{u}_{i}^{(1)}\right)_{j}^{2} \cdots \sqrt{\sum_{j=1}^{r}\left(V_{m}^{\top} \mathbf{u}_{i}^{(m)}\right)_{j}^{2}}} \\
& =\left\|V_{1}^{\top} \mathbf{u}_{i}^{(1)}\right\| \cdots\left\|V_{m}^{\top} \mathbf{u}_{i}^{(m)}\right\| \\
& =\cos \theta_{i}^{(1)} \cdots \cos \theta_{i}^{(m)} \\
& \leq \cos ^{m} \theta
\end{aligned}
$$

and its column sum of $W$ for each $j \in\{1, \cdots, r\}$ is as follows,

$$
\begin{aligned}
\sum_{i=1}^{r}\left|W_{i j}\right| & =\sum_{i=1}^{r}\left|\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle\right| \cdots\left|\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle\right| \\
& \leq \sqrt[m]{\sum_{i=1}^{r}\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle^{m} \cdots \sqrt[m]{\sum_{i=1}^{r}\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle^{m}}} \\
& \leq \sqrt{\sum_{i=1}^{r}\left(U_{1}^{\top} \mathbf{v}_{j}^{(1)}\right)_{i}^{2} \cdots \sqrt{\sum_{i=1}^{r}\left(U_{m}^{\top} \mathbf{v}_{j}^{(m)}\right)_{i}^{2}}} \\
& =\left\|U_{1}^{\top} \mathbf{v}_{j}^{(1)}\right\| \cdots\left\|U_{m}^{\top} \mathbf{v}_{j}^{(m)}\right\| \\
& =\cos \delta_{j}^{(1)} \cdots \cos \delta_{j}^{(m)} \\
& \leq \cos ^{m} \delta .
\end{aligned}
$$

Denote $\tilde{W}=\min \left\{\frac{1}{\cos ^{m} \theta}, \frac{1}{\cos ^{m} \delta}\right\} W$, it is obvious that $\tilde{W}$ is row absolutely doubly substochastic and column absolutely doubly substochastic, respectively. Therefore, $\tilde{W}$ is absolutely doubly substochastic. Furthermore, compute

$$
\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B}) W_{i j}=\max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B}) \tilde{W}_{i j}
$$

It is known that $\tilde{W}$ is absolutely doubly substochastic, by Lemma 3.4, there exists an absolutely doubly stochastic matrix $\tilde{C}=\left[\tilde{c}_{i j}\right] \in \mathbb{R}^{r \times r}$ such that $|\tilde{W}| \leq|\tilde{C}|$, then

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & \leq \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left|\tilde{c}_{i j}\right| \\
& \leq \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \max _{S \in T}\left\{\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left|s_{i j}\right|\right\}
\end{aligned}
$$

where $S=\left[s_{i j}\right]$ is an absolutely doubly-stochastic matrix, $T$ denotes the set of all absolutely doubly-stochastic matrices. The function $f(S)=\sum_{i, j=1}^{m} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B}) s_{i j}$ is a linear (and therefore convex) function on a polyhedral, then it attains its maximum at a vertex, i.e., a permutation matrix $P=\left[p_{i j}\right]$. If $\pi$ is the permutation of $\{1, \ldots, m\}$ such that $p_{i j}=1$ if and only if $j=\pi(i)$, then

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & \leq \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B}) p_{i j} \\
& =\max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{\pi(i)}(\mathcal{B}) \\
& \leq \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})
\end{aligned}
$$

Furthermore, if $\theta_{j}^{(k)}=0$ and $\delta_{j}^{(k)}=0$ for $k \in\{1, \cdots, m\}$ and $j \in\{1, \cdots, r\}$, then the
following equality holds,

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left\langle\mathbf{u}_{i}^{(1)} \otimes \cdots \otimes \mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(1)} \otimes \cdots \otimes \mathbf{v}_{j}^{(m)}\right\rangle \\
& =\sum_{i, j=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{j}(\mathcal{B})\left\langle\mathbf{u}_{i}^{(1)}, \mathbf{v}_{j}^{(1)}\right\rangle \cdots\left\langle\mathbf{u}_{i}^{(m)}, \mathbf{v}_{j}^{(m)}\right\rangle \\
& =\sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})
\end{aligned}
$$

This completes the proof.
Corollary 3.9. Let $\mathcal{A}, \mathcal{B} \in T\left(I_{1}, \cdots, I_{m}\right)$ be completely orthogonally decomposable tensors, $r=\min \left\{I_{1}, \cdots, I_{m}\right\}$, and its ordered singular values be $\sigma_{1}(\mathcal{A}) \geq \cdots \geq \sigma_{r}(\mathcal{A})$ and $\sigma_{1}(\mathcal{B}) \geq$ $\cdots \geq \sigma_{r}(\mathcal{B})$ respectively. Then

$$
\|\mathcal{A}-\mathcal{B}\|^{2} \geq \sum_{i=1}^{r}\left(\sigma_{i}(\mathcal{A})-\sigma_{i}(\mathcal{B})\right)^{2}
$$

with the equality holds if and only if $\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})$.
Proof. By Theorem 3.8,

$$
\begin{aligned}
\|\mathcal{A}-\mathcal{B}\|^{2} & =\langle\mathcal{A}-\mathcal{B}, \mathcal{A}-\mathcal{B}\rangle \\
& =\sum_{i=1}^{r} \sigma_{i}^{2}(\mathcal{A})-2\langle\mathcal{A}, \mathcal{B}\rangle+\sum_{i=1}^{r} \sigma_{i}^{2}(\mathcal{B}) \\
& \geq \sum_{i=1}^{r} \sigma_{i}^{2}(\mathcal{A})-2 \max \left\{\cos ^{m} \theta, \cos ^{m} \delta\right\} \cdot \sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})+\sum_{i=1}^{r} \sigma_{i}^{2}(\mathcal{B}) \\
& \geq \sum_{i=1}^{r}\left(\sigma_{i}(\mathcal{A})-\sigma_{i}(\mathcal{B})\right)^{2}
\end{aligned}
$$

Obviously, the equality holds if and only if $\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B})$.

### 3.3 The case for SCODT

Having completed the generation from the Von Neumann's trace inequality to the content of CODT, let's consider the Fan's inequality to the content of tensor by using similar method. In the following, we denote $U=\left[\mathbf{u}_{1}, \cdots, \mathbf{u}_{r}\right]$ and $V=\left[\mathbf{v}_{1}, \cdots, \mathbf{v}_{r}\right]$, it can be seen that $U, V \in S t(r, n)$. Define the angles between $U$ and $V$ as follows,

$$
\begin{align*}
\cos \alpha_{i} & =\left\|V^{\top} \mathbf{u}_{i}\right\|, \text { for } i=1, \cdots, r \\
\cos \beta_{i} & =\left\|U^{\top} \mathbf{v}_{i}\right\|, \text { for } i=1, \cdots, r  \tag{3.8}\\
\cos \alpha & =\max \left\{\cos \alpha_{i} \mid i=1, \cdots, r\right\} \\
\cos \beta & =\max \left\{\cos \beta_{i} \mid i=1, \cdots, r\right\}
\end{align*}
$$

Lemma 3.10 (Abel's equality). Given numbers $a_{1}, \cdots, a_{n}$ and $b_{1}, \cdots, b_{n}$ arbitrarily, the following equality holds

$$
\sum_{i=1}^{n} a_{i} b_{i}=\sum_{i=1}^{n-1}\left[\left(a_{i}-a_{i+1}\right) \sum_{j=1}^{i} b_{j}\right]+a_{n} \sum_{j=1}^{n} b_{j} .
$$

Lemma 3.11. Let $\mathcal{B}=\left(b_{i_{1} \cdots i_{m}}\right) \in S_{m, n}$ be a decomposable tensor with its eigenvalues $\lambda_{1}(\mathcal{B}) \geq \cdots \geq \lambda_{n}(\mathcal{B}) \geq 0$. Let $\mathbf{u}^{(1)}, \cdots, \mathbf{u}^{(s)}$ be a set of orthogonal vectors in $\mathbb{R}^{n}$. Then, the following inequality holds,

$$
\sum_{j=1}^{s} \mathcal{B}\left(\mathbf{u}^{(j)}\right)^{\otimes m} \leq \sum_{i=1}^{s} \lambda_{i}(\mathcal{B}) .
$$

Proof. Without loss of generality, suppose that $\mathcal{B} \in S_{m, n}$ be a diagonal tensor. It is obvious that the diagonal elements of $\mathcal{B}$ are $b_{i \cdots i}=\lambda_{i}(\mathcal{B})$ for $i \in\{1, \cdots, m\}$, and

$$
\mathcal{B}\left(\mathbf{u}^{(j)}\right)^{\otimes m}=\sum_{i=1}^{n} \lambda_{i}(\mathcal{B})\left(\mathbf{u}_{i}^{(j)}\right)^{m},
$$

then
$\sum_{j=1}^{s} \mathcal{B}\left(\mathbf{u}^{(j)}\right)^{\otimes m}=\sum_{j=1}^{n} \lambda_{i}(\mathcal{B})\left(\sum_{i=1}^{s} \mathbf{u}_{i}^{(j)}\right)^{m} \leq \sum_{j=1}^{n} \lambda_{i}(\mathcal{B})\left(\sum_{i=1}^{s} \mathbf{u}_{i}^{(j)}\right)^{2}=\sum_{j=1}^{s}\left(\mathbf{u}^{(j)}\right)^{\top} B \mathbf{u}^{(j)}=\sum_{i=1}^{s} \lambda_{i}(\mathcal{B})$.
This completes the proof.
Similar to the previous derivation, it is not difficult to derive the following result for SCODT.

Theorem 3.12 (Fan-type inequality). Let $\mathcal{A}, \mathcal{B} \in S_{m, n}$ be completely orthogonally decomposable symmetrical tensors, with the eigenvalues $\lambda_{1}(\mathcal{B}) \geq \cdots \geq \lambda_{n}(\mathcal{B}) \geq 0$ of $\mathcal{B}$, then the following inequality holds,

$$
\langle\mathcal{A}, \mathcal{B}\rangle \leq \min \left\{\max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i=1}^{r}\left|\lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B})\right|, \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B})\right\} .
$$

Proof. Part I. Without loss of generality, suppose $\lambda_{i}(\mathcal{A}) \lambda_{i}(B) \geq 0$ for $i=1, \cdots, n$. By definition of completely orthogonally decomposable symmetrical tensors, $\mathcal{A}$ and $\mathcal{B}$ can be expressed by

$$
\mathcal{A}=\sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \mathbf{u}_{i} \otimes \cdots \otimes \mathbf{u}_{i},
$$

and

$$
\mathcal{B}=\sum_{j=1}^{r} \lambda_{j}(\mathcal{B}) \mathbf{v}_{j} \otimes \cdots \otimes \mathbf{v}_{j}
$$

where $U=\left[\mathbf{u}_{1}, \cdots, \mathbf{u}_{r}\right]$ and $V=\left[\mathbf{v}_{1}, \cdots, \mathbf{v}_{r}\right]$ are matrices in $\operatorname{Str}(r, n)$. Then, the inner
product of $\mathcal{A}$ and $\mathcal{B}$ expressed as

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & =\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left\langle\mathbf{u}_{i} \otimes \cdots \otimes \mathbf{u}_{i}, \mathbf{v}_{j} \otimes \cdots \otimes \mathbf{v}_{j}\right\rangle \\
& =\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle \cdots\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle \\
& =\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left(U^{\top} V\right)_{i j} \cdots\left(U^{\top} V\right)_{i j} .
\end{aligned}
$$

Denote $J=\left[\left(U^{\top} V\right)_{i j} \cdots\left(U^{\top} V\right)_{i j}\right]$. It can be deduced that $J$ is an absolutely doubly substochastic matrix. Actually, $U$ and $V$ can be extended to orthogonal matrix $\hat{U}$ and $\hat{V}$ by adding some column $U^{\prime}$ and $V^{\prime}$, which can be denoted as $\hat{U}=\left[\begin{array}{ll}U & U^{\prime}\end{array}\right]$ and $\hat{V}=\left[\begin{array}{ll}V & V^{\prime}\end{array}\right]$ respectively. Then,

$$
\hat{U}^{\top} \hat{V}=\left[\begin{array}{cc}
U^{\top} V & U^{\top} V^{\prime} \\
U^{\prime \top} V & U^{\prime \top} V^{\prime}
\end{array}\right],
$$

which is an orthogonal matrix. Natually, as a submatrix of the orthogonal matrix $\hat{U}^{\top} \hat{V}$, $U^{\top} V$ is absolutely doubly substochastic, and so is $J$. Consider the row sum of $J$ for each $i \in\{1, \cdots, r\}$ as follows,

$$
\begin{aligned}
\sum_{j=1}^{r}\left|J_{i j}\right| & =\sum_{j=1}^{r}\left|\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle\right| \cdots\left|\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle\right| \\
& \leq \sqrt[n]{\sum_{j=1}^{r}\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle^{n} \cdots \sqrt[n]{\sum_{j=1}^{r}\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle^{n}}} \\
& \leq \sqrt{\sum_{j=1}^{r}\left(V^{\top} \mathbf{u}_{i}\right)_{j}^{2}} \cdots \sqrt{\sum_{j=1}^{r}\left(V^{\top} \mathbf{u}_{i}\right)_{j}^{2}} \\
& =\left\|V^{\top} \mathbf{u}_{i}\right\| \cdots\left\|V^{\top} \mathbf{u}_{i}\right\| \\
& =\cos ^{n} \alpha_{i} \\
& \leq \cos ^{n} \alpha,
\end{aligned}
$$

and its column sum of $J$ for each $j \in\{1, \cdots, r\}$ satisfy $\sum_{i=1}^{r}\left|J_{i j}\right| \leq \cos ^{n} \beta$. Denote $\tilde{J}=$ $\min \left\{\frac{1}{\cos ^{n} \alpha}, \frac{1}{\cos ^{n} \beta}\right\} J$, it is obvious that $\tilde{J}$ is absolutely doubly substochastic. Then there
exists an absolutely doubly stochastic matrix $\tilde{C}=\left[\tilde{c}_{i j}\right] \in \mathbb{R}^{r \times r}$ such that $|\tilde{J}| \leq|\tilde{C}|$, and

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & =\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B}) J_{i j} \\
& =\max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B}) \tilde{J}_{i j} \\
& \leq \max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left|\tilde{c}_{i j}\right| \\
& \leq \max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \max _{S \in T}\left\{\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left|s_{i j}\right|\right\},
\end{aligned}
$$

where $S=\left[s_{i j}\right] \in \mathbb{R}^{r \times r}$ is a doubly stochastic matrix, $T$ denotes the set of all the absolutely doubly stochastic matrices with size $r \times r$. The function $f(S):=\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B}) s_{i j}$ is a linear (and therefore convex) function on a polyhedral, then it attains its maximum at a vertex, for instance, at the permutation matrix $P=\left[p_{i j}\right]$. If $\pi$ is the permutation of $\{1, \ldots, r\}$ such that $p_{i j}=1$ if and only if $j=\pi(i)$, then

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & \leq \max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B}) p_{i j} \\
& =\max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{\pi(i)}(\mathcal{B}) \\
& \leq \max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B}) .
\end{aligned}
$$

When $\alpha_{i}=0$ and $\beta_{j}=0$ for $i, j=1, \cdots, r$, then the following equality holds,

$$
\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i, j=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{j}(\mathcal{B})\left\langle\mathbf{u}_{i} \otimes \cdots \otimes \mathbf{u}_{i}, \mathbf{v}_{j} \otimes \cdots \otimes \mathbf{v}_{j}\right\rangle=\sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B}) .
$$

This completes the proof of the following inequality,

$$
\langle\mathcal{A}, \mathcal{B}\rangle \leq \max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B}) .
$$

Part II. Let's consider this problem from another perspective. Compute

$$
\langle\mathcal{A}, \mathcal{B}\rangle=\langle\Lambda \cdot(U, \cdots, U), \mathcal{B}\rangle=\left\langle\Lambda, \mathcal{B} \cdot\left(U^{\top}, \cdots, U^{\top}\right)\right\rangle .
$$

Denote $\mathcal{C}:=\mathcal{B} \cdot\left(U^{\top}, \cdots, U^{\top}\right)$, it is obvious that $\mathcal{C}=\left(c_{i_{1} \cdots i_{m}}\right)$ is a $m$-th order $r$-dimensional decomposable tensor. Then,

$$
\langle\mathcal{A}, \mathcal{B}\rangle=\langle\Lambda, \mathcal{C}\rangle=\sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) c_{i \cdots i} .
$$

By Lemma 3.10 and Lemma 3.11, we deduce that

$$
\begin{aligned}
\langle\mathcal{A}, \mathcal{B}\rangle & =\sum_{i=1}^{r-1}\left[\left(\lambda_{i}(\mathcal{A})-\lambda_{i+1}(\mathcal{A})\right) \sum_{j=1}^{i} c_{j \cdots j}\right]+\lambda_{r}(\mathcal{A}) \sum_{j=1}^{r} c_{j \cdots j} \\
& \leq \sum_{i=1}^{r-1}\left[\left(\lambda_{i}(\mathcal{A})-\lambda_{i+1}(\mathcal{A})\right) \sum_{j=1}^{i} \lambda_{j}(\mathcal{B})\right]+\lambda_{r}(\mathcal{A}) \sum_{j=1}^{r} \lambda_{j}(\mathcal{B}) \\
& =\sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B}) .
\end{aligned}
$$

The above equality holds if and only if $c_{j \cdots j}$ with $j=1,2, \cdots, r$ are the eigenvalue of $B$. Thus

$$
\langle\mathcal{A}, \mathcal{B}\rangle \leq \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B})
$$

Combing part I and part II, we deduce that

$$
\langle\mathcal{A}, \mathcal{B}\rangle \leq \min \left\{\max \left\{\cos ^{n} \alpha, \cos ^{n} \beta\right\} \cdot \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B}), \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(\mathcal{B})\right\}
$$

This completes the proof.
Moreover, we deduce the following proposition for SCODT.
Proposition 3.13. Let $\mathcal{A}, \mathcal{B} \in T_{m, n}$ be completely orthogonally decomposable symmetrical tensors, then the following inequality holds,

$$
\langle\mathcal{A}, \mathcal{B}\rangle \geq \sum_{i=1}^{n} \lambda_{i}(\mathcal{A}) \lambda_{n+1-i}(\mathcal{B})
$$

Proof. By Theorem 3.12,

$$
\langle\mathcal{A},-\mathcal{B}\rangle \leq \sum_{i=1}^{r} \lambda_{i}(\mathcal{A}) \lambda_{i}(-\mathcal{B})=\sum_{i=1}^{n} \lambda_{i}(\mathcal{A})\left(-\lambda_{n+1-i}(\mathcal{B})\right)=-\sum_{i=1}^{n} \lambda_{i}(\mathcal{A}) \lambda_{n+1-i}(\mathcal{B})
$$

which implies that

$$
\langle\mathcal{A}, \mathcal{B}\rangle \geq \sum_{i=1}^{n} \lambda_{i}(\mathcal{A}) \lambda_{n+1-i}(\mathcal{B})
$$

## 4 Spectral Function for Asymmetric CODT

As an important topic in matrix theory, the theory of unitarily invariant matrix norms plays an important role in matrix spectral decomposition. In the following, a spectral decomposition property of matrices is generated to the content of tensor.

For any tensor $\mathcal{A} \in T\left(I_{1}, \cdots, I_{m}\right)$, we denote $\sigma$ as the singular value map $\sigma: \mathcal{A} \rightarrow \mathbb{R}^{r}$, where $r$ is the rank of $\mathcal{A}$. A real valued function $f$ on $\mathbb{R}^{n}$ is called a pre-norm, if it is continuous, and satisfies
(i) positivity: $f(\mathbf{x}) \geq 0$ for all $\mathbf{x} \in \mathbb{R}^{n}$, and $f(\mathbf{x})=0$ if and only if $\mathbf{x}=\mathbf{0}$;
(ii) homogeneity: $f(\alpha \mathbf{x})=|\alpha| f(\mathbf{x})$ for all real $\alpha$ and $\mathbf{x} \in \mathbb{R}^{n}$.

It is a norm if it further satisfies the triangle inequality. For a pre-norm $f$, its dual norm, denoted by $f^{D}$, is defined as

$$
\begin{equation*}
f^{D}(\mathbf{y})=\max _{f(\mathbf{x})=1}\langle\mathbf{x}, \mathbf{y}\rangle \tag{4.1}
\end{equation*}
$$

Lemma 4.1 ([16]). A pre-norm $f$ is a norm if and only if $f=f^{D D}$.
We call a function $g: \mathbb{R}^{r} \rightarrow \mathbb{R}^{+}$symmetric gauge if it is a norm satisfies
(i) symmetry: $g(\mathbf{x})=g(P \mathbf{x})$ for any permutation matrix $P \in \mathbb{R}^{r \times r}$;
(ii) absoluteness: $g(\mathbf{x})=g(|\mathbf{x}|)$ for any vector $\mathbf{x} \in \mathbb{R}^{r}$.

For any tensor $\mathcal{Z} \in T\left(I_{1}, \cdots, I_{m}\right)$, define

$$
\begin{equation*}
\phi(\mathcal{Z}):=g(\sigma(\mathcal{Z})) . \tag{4.2}
\end{equation*}
$$

Obviously, $\phi(\cdot)$ is a unitarily invariant norm. Thus it can be seen that each unitarily invariant norm can be defined by a symmetric guage function. The following theorem proves that the unitarily invariant norm for each tensor can determine a symmetric guage function. Therefore, there is a one-to-one correspondence between unitarily invariant norm and symmetric guage function in tensor space.

Theorem 4.2. Unitarily invariant norm in completely orthogonally decomposable tensors space is exactly the composite function of $g \circ \sigma$, where $g$ is a symmetric gauge function.

Proof. First, we can deduce that

$$
\begin{equation*}
(g \circ \sigma)^{D}=g^{D} \circ \sigma \tag{4.3}
\end{equation*}
$$

Actually, using Theorem 3.8, for any tensor $\mathcal{B} \in C O D T$, there exists a tensor $\mathcal{A} \in C O D T$ such that

$$
(g \circ \sigma)^{D}(\mathcal{B})=\max _{g(\sigma(\mathcal{A}))=1}\langle\mathcal{A}, \mathcal{B}\rangle \leq\left\{\max \left\{\cos ^{n} \theta, \cos ^{n} \delta\right\} \cdot \sum_{i=1}^{r} \sigma_{i}(\mathcal{A}) \sigma_{i}(\mathcal{B}) \mid g(\sigma(\mathcal{A}))=1\right\}
$$

the equality holds when the angles between $\mathcal{A}$ and $\mathcal{B}$ satisfy $\theta_{j}^{(k)}=0$ and $\delta_{j}^{(k)}=0$ for $k \in\{1, \cdots, n\}$ and $j \in\{1, \cdots, r\}$. Moreover,

$$
\left(g^{D} \circ \sigma\right)(\mathcal{B})=g^{D}(\sigma(\mathcal{B}))=\max _{g(\sigma(\mathcal{A}))=1}\langle\sigma(\mathcal{A}), \sigma(\mathcal{B})\rangle
$$

Thus it proves that (4.3). Furthermore, using Lemma 4.1 and formula (4.3), we derive

$$
(g \circ \sigma)^{D D}=\left(g^{D} \circ \sigma\right)^{D}=g^{D D} \circ \sigma=g \circ \sigma .
$$

According to Lemma 4.1 again, it deduce that $g \circ \sigma$ is a norm. This completes the proof.

## 5 Spectral Function for SCODT

In this section, spectral property for SCODT will be discussed. We denote $\lambda$ as the eigenvalue $\operatorname{map} \lambda: \mathcal{S} \rightarrow \mathbb{R}^{n}$ for each $\mathcal{S} \in S C O D T(m, n)$, where $\mathcal{S} \in S C O D T(m, n)$ means that $\mathcal{S}$ is a $m$-th order $n$-dimensional tensor in SCODT. Let $f: R \rightarrow[-\infty,+\infty]$ be a extended-real function. If $f$ is a convex function or if a minimum point of $f$ is being sought, then $f$ is called proper if

$$
f(x)>-\infty, \text { for every } x \in \operatorname{dom}(f)
$$

and if there also exists some point $x_{0}$ in its domain such that $f\left(x_{0}\right)<+\infty$, wherein $\operatorname{dom}(f)$ denote the domain of $f$ :

$$
\operatorname{dom}(f)=\{f(x)<+\infty \mid x \in \mathbb{R}\}
$$

Let $f$ be a proper convex function on $\mathbb{R}^{n}$, the Fenchel conjugate is defined as

$$
f^{*}(y)=\sup \{\langle x, y\rangle-f(x) \mid x \in \mathbb{R}\} .
$$

Lemma 5.1. Suppose the extended-real function $f$ is proper. Then $f$ is closed and convex if and only if $f=f^{* *}$. In this case, $f^{*}$ is also proper.

In the following, with Theorem 3.12, it is not difficult to prove that there is a one-to-one relationship between invariant norm for completely orthogonally decomposable symmetrical tensors and eigenvalue function.

Theorem 5.2. Unitarily invariant norm in completely orthogonally decomposable symmetrical tensors space is exactly the composite function of $h \circ \lambda$, where $h$ is symmetric and convex.

Proof. First, we should prove that

$$
\begin{equation*}
(h \circ \lambda)^{*}=h^{*} \circ \lambda . \tag{5.1}
\end{equation*}
$$

Actually, for any $\mathcal{S} \in S C O D T(m, n)$,

$$
(h \circ \lambda)^{*}(\mathcal{S})=\sup \{\langle\mathcal{X}, \mathcal{S}\rangle-h \circ \lambda(\mathcal{X}) \mid \mathcal{X} \in S C O D T(m, n)\}
$$

and

$$
\left(h^{*} \circ \lambda\right)(\mathcal{S})=\sup \{\langle\lambda(\mathcal{X}), \lambda(\mathcal{S})\rangle-h \circ \lambda(\mathcal{X}) \mid \lambda(\mathcal{X}) \in S C O D T(m, n)\}
$$

By Theorem 3.12, it can be deduce that

$$
(h \circ \lambda)^{*}(\mathcal{S}) \leq\left(h^{*} \circ \lambda\right)(\mathcal{S}),
$$

and the above equality is established if the angles between $\mathcal{S}$ and $\mathcal{X}$ are equal to zero. This proves (5.1). Furthermore, if $h$ is proper, closed and convex, with using Lemma 5.1 and the equality (5.1), then we derive

$$
(h \circ \lambda)^{* *}=\left(h^{*} \circ \lambda\right)^{*}=h^{* *} \circ \lambda=h \circ \lambda .
$$

According to Lemma 5.1 again, it deduce that $h \circ \lambda$ is closed and convex. This completes the proof.

## 6 Conclusion

In this paper, we considered generalizations of the important Von Neumann's trace inequality and Fan's inequality for matrices to completely orthogonally decomposable tensors and completely orthogonally decomposable symmetrical tensors respectively. Especially, the angle between two CODTs is defined and considered in it. Meanwhile, spectral properties for CODT and SCODT are studied as well.
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