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In recent years, Toeplitz matrix has become a special kind of matrix in scientific research,
like 

s0 s1 s2 . . . sn−1

t1 s0 s1 . . . sn−2

t2 t1 s0
. . .

...
...

. . .
. . .

. . . s1
tn−1 . . . t2 t1 s0

 .

It is widely used in many scientific fields, such as digital signal processing, digital image pro-
cessing, numerical analysis, numerical solution of differential equations [14]. In digital image
processing, the process of image degradation is equivalent to linear transformation of the
original image matrix by transfer function and noise, while the process of image restoration
is equivalent to transforming the least square problem into the inversion of Toeplitz matrix
when the transfer function is separable [19]. In addition, the expressions of special solutions
of constant coefficient linear differential equations and difference equations are given by us-
ing the upper triangular Toeplitz matrix, which brings great convenience to solve constant
coefficient linear differential equations and difference equations [7, 8]. Therefore, the study
of Toeplitz matrix has important application value.

In this article, we will study the minimal norm least squares lower(upper) Toeplitz i{j, k}-
conjugate solutions to the following nonhomogeneous Yakubovich-(conjugate) quaternion
matrix equation

MX − X̃N = GY +R, X̃ = {X,Xi, Xj , Xk}. (1.1)

Problem 1. Suppose M, N, G, R ∈ Qn×n, and denote

L = {W |W =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ∥MX −XN −GY −R∥ = min}.

Find out WQLT
∈ L, which satisfies

∥WQLT
∥ = min

W∈L
∥W∥.

Then, WQLT
is named as the minimal norm least squares lower triangular Toeplitz solution

of Eq.(3.1). If min = 0, WQLT
is called the minimal norm lower triangular Toeplitz solution

of Eq.(3.1).

Problem 2. Suppose M, N, G, R ∈ Qn×n, and denote

U = {W |W =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ∥MX −XN −GY −R∥ = min}.

Find out WQUT
∈ U, which satisfies

∥WQUT
∥ = min

W∈U
∥W∥.

Then, WQUT
is named as the minimal norm least squares upper triangular Toeplitz solution

of Eq.(3.1). If min = 0, WQUT
is called the minimal norm upper triangular Toeplitz solution

of Eq.(3.1).
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Problem 3. Suppose M, N, G, R ∈ Qn×n, and denote

Li = {W i |W i =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ∥MX −XiN −GY −R∥ = min}.

Find out W i
QLT

∈ Li, which satisfies

∥W i
QLT

∥ = min
W i∈Li

∥W i∥.

Then, W i
QLT

is named as the minimal norm least squares lower triangular Toeplitz i-

conjugate solution of Eq.(3.32). If min = 0, W i
QLT

is called the minimal norm lower tri-
angular Toeplitz i-conjugate solution of Eq.(3.32).

Problem 4. Suppose M, N, G, R ∈ Qn×n, and denote

U i = {W i |W i =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ∥MX −XiN −GY −R∥ = min}.

Find out W i
QUT

∈ U i, which satisfies

∥W i
QUT

∥ = min
W i∈Ui

∥W i∥.

Then, W i
QUT

is named as the minimal norm least squares upper triangular Toeplitz i-

conjugate solution of Eq.(3.32). If min = 0, W i
QUT

is called the minimal norm upper trian-
gular Toeplitz i-conjugate solution of Eq.(3.32).

Problem 5. Suppose M, N, G, R ∈ Qn×n, and denote

Lj = {W j |W j =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ∥MX −XjN −GY −R∥ = min}.

Find out W j
QLT

∈ Lj , which satisfies

∥W j
QLT

∥ = min
W j∈Lj

∥W j∥.

Then, W j
QLT

is named as the minimal norm least squares lower triangular Toeplitz j-

conjugate solution of Eq.(3.60). If min = 0, W j
QLT

is called the minimal norm lower tri-
angular Toeplitz j-conjugate solution of Eq.(3.60).

Problem 6. Suppose M, N, G, R ∈ Qn×n, and denote

U j = {W j |W j =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ∥MX −XjN −GY −R∥ = min}.

Find out W j
QUT

∈ U j , which satisfies

∥W j
QUT

∥ = min
W j∈Uj

∥W j∥.

Then, W j
QUT

is named as the minimal norm least squares upper triangular Toeplitz j-

conjugate solution of Eq.(3.60). If min = 0, W j
QUT

is called the minimal norm upper trian-
gular Toeplitz j-conjugate solution of Eq.(3.60).
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Problem 7. Suppose M, N, G, R ∈ Qn×n, and denote

Lk = {W k |W k =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ∥MX −XkN −GY −R∥ = min}.

Find out W k
QLT

∈ Lk, which satisfies

∥W k
QLT

∥ = min
Wk∈Lk

∥W k∥.

Then, W k
QLT

is named as the minimal norm least squares lower triangular Toeplitz k-

conjugate solution of Eq.(3.74). If min = 0, W k
QLT

is called the minimal norm lower tri-
angular Toeplitz k-conjugate solution of Eq.(3.74).

Problem 8. Suppose M, N, G, R ∈ Qn×n, and denote

Uk = {W k |W k =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ∥MX −XkN −GY −R∥ = min}.

Find out W k
QUT

∈ Uk, which satisfies

∥W k
QUT

∥ = min
Wk∈Uk

∥W k∥.

Then, W k
QUT

is named as the minimal norm least squares upper triangular Toeplitz k-

conjugate solution of Eq.(3.74). If min = 0, W k
QUT

is called the minimal norm upper trian-
gular Toeplitz k-conjugate solution of Eq.(3.74).

The structure of this paper is as follows. In Section 2, we review some basic knowledge
used in this paper. In Section 3, we study the minimal norm least squares lower(upper) trian-
gular Toeplitz solution and the minimal norm least squares lower(upper) triangular Toeplitz
i{j, k}-conjugate solutions to nonhomogeneous Yakubovich-(conjugate) quaternion matrix
equation Eq.(1.1) by using STP method. In Section 4, we discuss the self-conjugate and
anti-self-conjugate solutions of the studied quaternion conjugate matrix equation. Finally,
in Section 5, a brief summary of this paper is given.

The symbols used in this article are explained as follows. R/Q are denoted by the set
of the real/quaternion field. Rn stands for the set of all real column vectors with order
n. Rm×n/Qm×n are denoted by the set of all real/quaternion matrices with order m × n.
Qn×nLT /Qn×nUT stand for the set of all the lower/upper triangle Toeplitz quaternion matrices
with order n× n. (A)IQn×nLT /(A)IQn×nUT stand for the set of all n× n (anti)I-self-conjugate
the lower/upper triangle Toeplitz quaternion matrices. (A)JQn×nLT /(A)JQn×nUT stand for the
set of all n×n (anti)J-self-conjugate the lower/upper triangle Toeplitz quaternion matrices.
(A)KQn×nLT /(A)KQn×nUT stand for the set of all n×n (anti)K-self-conjugate the lower/upper
triangle Toeplitz quaternion matrices. Ai, Aj , Ak stand for {i, j, k}-conjugate matrix of A,
respectively. In is denoted by unit matrix with order n. δin stands for the i-th column of
unit matrix In. A

T /A+ are denoted by the transpose/ MP inverse of matrix A. ⊗/n are
denoted by the Kronecker product/the semi-tensor product of matrices. ∥ · ∥ stands for the
Frobenius norm of a matrix or Euclidean norm of a vector.

2 Preliminaries

Definition 2.1 ([20]). Let a ∈ Q, M ∈ Qm×n, the norm of quaternion a = a0+a1i+a2j+a3k
, and the Frobenius norm of matrix M =M0 +M1i+M2j+M3k are defined separately as

∥a∥ =
√

∥a0∥2 + ∥a1∥2 + ∥a2∥2 + ∥a3∥2, (2.1)
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and

∥M∥ =
√
∥M0∥2 + ∥M1∥2 + ∥M2∥2 + ∥M3∥2. (2.2)

Definition 2.2 ([6]). Let M = (Mst) ∈ Qm×n, and Mst = Mst
1 +Mst

2 i +Mst
3 j +Mst

4 k,
where Mst

1 , Mst
2 , Mst

3 , Mst
4 ∈ Rm×n. Denote

(M i)st =Mst
1 +Mst

2 i−Mst
3 j −Mst

4 k, (2.3)

(M j)st =Mst
1 −Mst

2 i+Mst
3 j −Mst

4 k, (2.4)

(Mk)st =Mst
1 −Mst

2 i−Mst
3 j +Mst

4 k, (2.5)

then M i = (M i)st is defined i-conjugate matrix of M , M j = (M j)st is defined j-conjugate
matrix ofM ,Mk = (Mk)st is defined k-conjugate matrix ofM . IfM i =M , we callM i-self-
conjugate matrix. If M i = −M , we call M anti-i-self-conjugate matrix. The representation
of {j, k}-conjugates matrix is similar to that of i-conjugates matrix.

Definition 2.3 ([2]). Let M ∈ Rm×n, N ∈ Rp×q, the semi-tensor product of M and N
denoted by

M nN = (M ⊗ It/n)(N ⊗ It/p), (2.6)

where t = lcm(n, p) is the least common multiple of n and p.

Remark 2.4. If n = p, obviously, there is M nN =MN .

Example. Suppose

First, one can block matrix M and N into

M =

M11 M12

M21 M22

M31 M32

 , N =

[
N11 N12

N21 N22

]
.

Then,

M nN = (M ⊗ I1)(N ⊗ I2)

=

 2 −2 −1 1
1 0 3 −3
−2 −3 2 1



−2 0 1 0
0 −2 0 1
−3 0 2 0
0 −3 0 2


=

 −1 1 0 0
−11 9 7 −6
−2 3 2 −1


=

M11 nN11 +M12 nN21 M11 nN12 +M12 nN22

M21 nN11 +M22 nN21 M21 nN12 +M22 nN22

M31 nN11 +M32 nN21 M31 nN12 +M32 nN22

 .
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Lemma 2.5 ([4]). Suppose F, G, H are quaternion matrices, λ, µ ∈ R, then

(1) (Associative rule)

(F nG)nH = F n (GnH). (2.7)

(2) (Distributive rule)
F n (λG± µH) = λF nG± µF nH, (2.8a)

(λF ± µG)nH = λF nH ± µGnH. (2.8b)

(3) Let ω ∈ Rm, σ ∈ Rn, then

ω n σ = ω ⊗ σ. (2.9)

Lemma 2.6 ([4]). Let ω ∈ Rt, M ∈ Rm×n, then

ω nM = (It ⊗M)n ω, (2.10a)

M n ωT = ωT n (It ⊗M). (2.10b)

Definition 2.7 ([3]). Suppose that W[m,n] ∈ Rmn×mn is defined as the swap matrix,

W[m,n] = [In ⊗ δ1m, In ⊗ δ2m, . . . , In ⊗ δmm ]
= δmn[1, . . . , (n− 1)m+ 1, . . . ,m, . . . , nm],

(2.11)

and δk[i1, . . . , is] is abbreviation of [δi1k , . . . , δ
is
k ].

Remark 2.8. Especially, when m = n, one can denote W[n] :=W[n,n].

Lemma 2.9 ([3]). Let α ∈ Rm and β ∈ Rn, then

W[m,n] n (αn β) = β n α, (2.12a)

(αT n βT )nW[m,n] = βT n αT . (2.12b)

Definition 2.10 ([3]). Let Ωi(i = 0, 1, . . . , n) be vector spaces. The mapping Φ : Ω1×Ω2×
. . .Ωn → Ω0 is named as a multilinear mapping. If dim(Ωi) = ki, where (δ1ki , δ

2
ki
, . . . , δkiki ) is

the basis of Ωi, denote

Φ(δj1k1 , δ
j2
k2
, . . . , δjnkn) =

∑k0
s=1 λ

j1,j2,...,jn
s δsk0 , (2.13)

where jt = 1, . . . , kt, t = 1, . . . , n, then

{λj1,j2,...,jns |jt = 1, . . . , kt, t = 1, . . . , n; s = 1, . . . , k0}, (2.14)

is named as structure constants of Φ.

MΦ =


λ11...11 . . . λ11...kn1 . . . λk1k2...kn1

λ11...12 . . . λ11...kn2 . . . λk1k2...kn2
...

...
...

λ11...1k0
. . . λ11...knk0

. . . λk1k2...knk0

 , (2.15)

and MΦ is named as the structure matrix of Φ.
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Next, we will give some conclusions of real linear system of matrix equations and real
vector representation of quarernion matrix.

Lemma 2.11 ([13]). The linear system of equations Ax = b with A ∈ Rm×n and b ∈ Rm,
has a solution x ∈ Rn if and only if

AA†b = b. (2.16)

In that case it has the general solution

x = A†b+ (I −A†A)y, (2.17)

where y ∈ Rn is an arbitrary vector.

Lemma 2.12 ([13]). The least squares solutions of linear system Ax = b with A ∈ Rm×n

and b ∈ Rm, can be represented as

x = A†b+ (I −A†A)y, (2.18)

where y ∈ Rn is an arbitrary vector. The minimal norm least squares solution of the linear
system Ax = b is A†b.

Definition 2.13 ([6]). Let a = a0 + a1i+ a2j + a3k ∈ Q, denote

vR(a) = (a0, a1, a2, a3)
T , (2.19)

vR(a) is named as the real staking form of a.

Lemma 2.14 ([6]). Let a, b ∈ Q, then

vR(ab) =MQ n vR(a)n vR(b), (2.20)

where the structure matrix MQ of multiplication of quaternion can be expressed as

MQ =


1 0 0 0 0 −1 0 0 0 0 −1 0 0 0 0 −1
0 1 0 0 1 0 0 0 0 0 0 1 0 0 −1 0
0 0 1 0 0 0 0 −1 1 0 0 0 0 1 0 0
0 0 0 1 0 0 1 0 0 −1 0 0 1 0 0 0

 .

Definition 2.15 ([6]). Let a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn)
T be quaternion vectors,

where ai, bi ∈ Q, (i = 1, 2, . . . , n). Denote

vR(a) =


vR(a1)
vR(a2)

...
vR(an)

 , vR(b) =


vR(b1)
vR(b2)

...
vR(bn)

 , (2.21)

in which vR(a) and vR(b) are named as the real staking form of quaternion vector a and b,
respectively.
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Definition 2.16 ([6]). Let M ∈ Qm×n, we denote

vRc (M) =


vR(Col1(M))
vR(Col2(M))

...
vR(Coln(M))

=



vR(M11)
...

vR(Mm1)
...

vR(M1n)
...

vR(Mmn)


, vRr (M) =


vR(Row1(M))
vR(Row2(M))

...
vR(Rowm(M))

=



vR(M11)
...

vR(M1n)
...

vR(Mm1)
...

vR(Mmn)


,

(2.22)
vRc (M)/vRr (M) are named as the real column/row stacking form of M .

Remark 2.17. In addition, vRc (M) and vRr (M) can be transformed into each other. Then
we have

W[m,n] n vRr (M) = vRc (M), (2.23a)

W[n,m] n vRc (M) = vRr (M). (2.23b)

Lemma 2.18 ([6]). Let a = (a1, a2, . . . , an), ã = (ã1, ã2, . . . , ãn) and b = (b1, b2, . . . , bn)
T

be quaternion vectors, α ∈ R, then we have

vR(a+ ã) = vR(a) + vR(ã), (2.24)

vR(αa) = αvR(a), (2.25)

vR(ab) =MQ n
∑n
i=1{(δin)T n [I4n ⊗ (δjn)

T ]}n vR(a)n vR(b). (2.26)

Lemma 2.19 ([6]). If M ∈ Qm×n, M̃ ∈ Qm×n, N ∈ Qn×p, α ∈ R, then we have

vRr (M + M̃) = vRr (M) + vRr (M̃), vRc (M + M̃) = vRc (M) + vRc (M̃), (2.27)

vRr (αM) = αvRr (M), vRc (αM) = αvRc (M), (2.28)

∥M∥ = ∥vRr (M)∥ = ∥vRc (M)∥, (2.29)

vRc (MN) = Gn vRr (M)n vRc (N), vRr (MN) = G
′ n vRr (M)n vRc (N). (2.30)

where

G =



H n (δ1m)T n [I4mn ⊗ (δ1p)
T ]

...
H n (δmm)T n [I4mn ⊗ (δ1p)

T ]
...

H n (δ1m)T n [I4mn ⊗ (δpp)
T ]

...
H n (δmm)T n [I4mn ⊗ (δpp)

T ]


, G

′
=



H n (δ1m)T n [I4mn ⊗ (δ1p)
T ]

...
H n (δ1m)T n [I4mn ⊗ (δpp)

T ]
...

H n (δmm)T n [I4mn ⊗ (δ1p)
T ]

...
H n (δmm)T n [I4mn ⊗ (δpp)

T ]


, (2.31)

and

H =MQ n
∑n
i=1{(δin)T n [I4n ⊗ (δin)

T ]}. (2.32)
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3 The Main Results of Problems 1-8

In this part, we consider the minimal norm least squares Toeplitz solutions of quaternion
matrix equation (1.1). Part one, we discuss the minimal norm least squares lower triangular
Toeplitz solution and the minimal norm least squares upper triangular Toeplitz solution to
equation (3.1). In order to reduce the complexity of the problem, firstly, according to the
structural characteristics of the lower(upper) triangular toeplitz matrix, the independent
elements are extracted and arrange them in the real column stacking form, denoted as
vRs (X), it can be proved that vRs (X) and vRc (X) have the following relationship. Part two,
according to the properties of {i, j, k}-conjugate matrix, the relationship between the real
column stacking form and {i, j, k}-conjugate matrix is given, we research separately the
minimal norm least squares lower(upper) triangular Toeplitz {i, j, k}-conjugate solutions of
equation (3.31).

3.1 The main results of Problems 1-2

First, we will begin to study the following equation

MX −XN = GY +R. (3.1)

Theorem 3.1. Let X = [X1, X2, . . . , Xn] ∈ Qn×nLT , Y = [Y1, Y2, . . . , Yn] ∈ Qn×nLT , then

vRc (X) = KvRs (X), vRc (Y ) = KvRs (Y ), (3.2)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y ) =



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 ,K =



K1

...
Km

...
Kn

 ,Km=



K1m

...
Krm

...
Knm

 ,m = 1, 2, . . . n,

(3.3)
and

Krm =

{
04×4n, r < m,(
δr−m+1
n

)T ⊗ I4, r ≥ m.
(3.4)

Proof. Let X = (X1, X2, . . . , Xn), Y = (Y1, Y2, . . . , Yn), by Definition 2.16 and Kmv
R
s (X) =

vR(Xm), Kmv
R
s (Y ) = vR(Ym) (1 ≤ m ≤ n), so we can obtain

vRc (X) =


vR(X1)
vR(X2)

...
vR(Xn)

 =


K1v

R
s (X)

K2v
R
s (X)
...

Knv
R
s (X)

 = KvRs (X), (3.5)

vRc (Y ) =


vR(Y1)
vR(Y2)

...
vR(Yn)

 =


K1v

R
s (Y )

K2v
R
s (Y )
...

Knv
R
s (Y )

 = KvRs (Y ). (3.6)

Therefore, the proof process is as above.
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Theorem 3.2. Let M,N,G,R ∈ Qn×n, denote

O = [G1 n vRr (M)nK −G
′

1 nW[n] nW[4n2] n vRc (N)nK,−G′′

1 n vRr (G)nK], (3.7)

where G1, G
′

1, G
′′

1 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set L of Problem 1 can be represented as

L = {W |W =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = O+vRc (R) + (I8n −O+O)y, ∀y ∈ R8n}, (3.8)

and the minimal norm least squares lower triangular Toeplitz solution ψL satisfies

ψL = O+vRc (R). (3.9)

Proof. By Remark 2.17 and Lemma 2.19, we can get

∥MX −XN −GY −R∥
= ∥vRc (MX −XN −GY −R)∥
= ∥vRc (MX)− vRc (XN)− vRc (GY )− vRc (R)∥
= ∥G1 n vRr (M)n vRc (X)−G

′

1 n vRr (X)n vRc (N)

−G′′

1 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G1 n vRr (M)n vRc (X)−G

′

1 nW[n] n vRc (X)n vRc (N)

−G′′

1 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G1 n vRr (A)n vRc (X)−G

′

1 nW[n] nW[4n2] n vRc (N)n vRc (X)

−G′′

1 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G1 n vRr (A)nKvRs (X)−G

′

1 nW[n] nW[4n2] n vRc (N)nKvRs (X)

−G′′

1 n vRr (G)nKvRs (Y )− vRc (R)∥
= ∥[G1 n vRr (A)nK −G

′

1 nW[n] nW[4n2] n vRc (N)nK,−G′′

1 n vRr (G)nK][
vRs (X)
vRs (Y )

]
− vRc (R)∥

= ∥Oψ − vRc (R)∥ .

(3.10)

Therefore

∥MX −XN −GY −R∥ = min (3.11)

if and only if

∥Oψ − vRc (R)∥ = min. (3.12)

For the real matrix equation

Oψ = vRc (R). (3.13)

According to Lemma 2.12, its least squares lower triangular Toeplitz solutions can be written
as

ψ = O+vRc (R) + (I8n −O+O)y, ∀y ∈ R8n. (3.14)

Hence we can obtain the formula (3.8).
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Notice

min
WQLT

∈Q2n
LT

||WQLT
|| ⇐⇒ min

ψL∈R8n
||ψL||. (3.15)

Then, by the prior proof, ψL ∈ L of Eq.(3.1) satisfies

ψL = O+vRc (R). (3.16)

Thus, the formula (3.9) holds.

Corollary 3.3. Suppose that M,N,G,R ∈ Qn×n, O and ψ are the same as Theorem 3.2.
Then Eq.(3.1) has a solution over Qn×nLT if and only if

(OO+ − I4n2)vRc (R) = 0. (3.17)

If (3.17) holds, the solution set of Eq.(3.1) over Qn×nLT can be represented as

L̃ = {W |W =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = O+vRc (R) + (I8n −O+O)y, ∀y ∈ R8n}. (3.18)

Moreover, the minimal norm lower triangular Toeplitz solution over Qn×nLT satisfies

ψL = O+vRc (R). (3.19)

Proof. Eq.(3.1) has a solution over ψL ∈ Qn×nLT if and only if

∥MX −XN −GY −R∥ = 0. (3.20)

Combined Theorem 3.2 with OO+O = O, we can obtain

∥MX −XN −GY −R∥ = ∥Oψ − vRc (R)∥ = ∥OO+Oψ − vRc (R)∥
= ∥OO+vRc (R)− vRc (R)∥ = ∥(OO+ − I4n2)vRc (R)∥.

(3.21)

So, it can be derived

∥MX −XN −GY −R∥ = 0 ⇔ ∥(OO+ − I4n2)vRc (R)∥ = 0
⇔ (OO+ − I4n2)vRc (R) = 0.

(3.22)

Therefore, it can be concluded that Eq.(3.1) is compatible and its solution satisfies

Oψ = vRc (R). (3.23)

Moreover, by Lemma 2.11, its solution WQLT
satisfies

ψ = O+vRc (R) + (I8n −O+O)y. (3.24)

And then we can get the minimal norm lower triangular Toeplitz solution ψL satisfies

ψL = O+vRc (R). (3.25)

Therefore, we finish the proof.

In the followng, we will to solve Problem 2. The process of proof is similar to the above
conclusion, and we omit it here.
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Theorem 3.4. Let M,N,G,R ∈ Qn×n, denote

Õ = [G̃1 n vRr (M)n K̃ − G̃
′
1 nW[n] nW[4n2] n vRc (N)n K̃,−G̃′′

1 n vRr (G)n K̃], (3.26)

where G̃1, G̃
′
1, G̃

′′
1 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set U of Problem 2 can be represented as

U = {W |W =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ψ = Õ+vRc (R) + (I8n − Õ+Õ)y, ∀y ∈ R8n}. (3.27)

In the case, the minimal norm least squares upper triangular Toeplitz solution ψU of Eq.(3.1)
satisfies

ψU = Õ+vRc (R). (3.28)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(3.29)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(3.30)

3.2 The main results of Problems 3-8

According to the method proposed in the subsection 3.1, we will continue to solve Problems
3-8. First of all, based on the properties of {i, j, k}-conjugate quaternion matrix, we give
the relationship between {i, j, k}-conjugate quaternion matrix equation

MX − X̃N = GY +N, X̃ = {Xi, Xj , Xk}, (3.31)

and its real column stacking form of matrix equation. Next, we construct the expressions of
minimal norm least square {i, j, k}-conjugate solutions.

Now, we start with studying the related property of i-conjugate matrix and give the
related theorems and conclusions.

MX −XiN = GY +N. (3.32)

Theorem 3.5. Let X = (xij)n×n ∈ Qn×nLT with xst = xst1 + xst2 i+ xst3 j + xst4 k, then

vRc (X
i) = ρvRc (X), (3.33)

where

ρ = In2 ⊗R
(1)
4 and R

(1)
4 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 . (3.34)
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Proof. By using Definition 2.2, we can get

vRc (X
i) =



R
(1)
4 vR(x11)

...

R
(1)
4 vR(xn1)

...

R
(1)
4 vR(xnn)



=



R
(1)
4 [(δ11n2)T n vRc (X)]

...

R
(1)
4 [(δn1n2 )T n vRc (X)]

...

R
(1)
4 [(δnnn2 )T n vRc (X)]


=



R
(1)
4 n (δ11n2)T n vRc (X)

...

R
(1)
4 n (δn1n2 )T n vRc (X)

...

R
(1)
4 n (δnnn2 )T n vRc (X)



=



(δ11n2)T ⊗R
(1)
4

...

(δn1n2 )T ⊗R
(1)
4

...

(δnnn2 )T ⊗R
(1)
4


vRc (X) = (In2 ⊗R

(1)
4 )vRc (X).

(3.35)

Thus, the proof is finished.

According to the previous conclusions, we now resolve problems 3-4.

Theorem 3.6. Let M,N,G,R ∈ Qn×n, denote

P = [G2 n vRr (M)nK −G
′

2 nW[n] nW[4n2] n vRc (N)n ρnK,−G′′

2 n vRr (G)nK],(3.36)

where G2, G
′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set Li of Problem

3 can be represented as

Li = {W i|W i =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = P+vRc (R) + (I8n − P+P )y, ∀y ∈ R8n}.(3.37)

In this case, the minimal norm least squares lower triangular Toeplitz i-conjugate solution
ψLi satisfies

ψLi = P+vRc (R). (3.38)
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Proof. By Remark 2.8, Lemma 2.19 and Theorem 3.5, we can get

∥MX −XiN −GY −R∥
= ∥vRc (MX −XiN −GY −R)∥
= ∥vRc (MX)− vRc (X

iN)− vRc (GY )− vRc (R)∥
= ∥G2 n vRr (M)n vRc (X)−G

′

2 n vRr (X
i)n vRc (N)

−G′′

2 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G2 n vRr (M)n vRc (X)−G

′

2 nW[n] n vRc (X
i)n vRc (N)

−G′′

2 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G2 n vRr (A)n vRc (X)−G

′

2 nW[n] nW[4n2] n vRc (N)n vRc (X
i)

−G′′

2 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G2 n vRr (A)n vRc (X)−G

′

2 nW[n] nW[4n2] n vRc (N)n ρn vRc (X)

−G′′

2 n vRr (G)n vRc (Y )− vRc (R)∥
= ∥G2 n vRr (A)nKvRs (X)−G

′

2 nW[n] nW[4n2] n vRc (N)n ρnKvRs (X)

−G′′

2 n vRr (G)nKvRs (Y )− vRc (R)∥
= ∥[G2 n vRr (A)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n ρnK,−G′′

2 n vRr (G)nK][
vRs (X)
vRs (Y )

]
− vRc (R)∥

= ∥Pψ − vRc (R)∥ .

(3.39)

Therefore

∥MX −XiN −GY −R∥ = min (3.40)

if and only if

∥Pψ − vRc (R)∥ = min. (3.41)

For the real matrix equation

Pψ = vRc (R). (3.42)

According to Lemma 2.12, its least squares lower triangular Toeplitz i-conjugate solutions
can be written as

ψ = P+vRc (R) + (I8n − P+P )y, ∀y ∈ R8n. (3.43)

Hence we can obtain the formula (3.37).
Notice

min
W

Qi
LT

∈Q2n
LT

||WQi
LT

|| ⇐⇒ min
ψLi∈R8n

||ψLi ||.
(3.44)

Then, by the prior proof, ψLi ∈ Li of Eq.(3.32) satisfies

ψLi = P+vRc (R). (3.45)

Thus, the formula (3.38) holds.

Corollary 3.7. Let M,N,G,R ∈ Qn×n, P and ψ be the same as Theorem 3.6. Then
Eq.(3.32) has a solution over Qn×nLT if and only if

(PP+ − I4n2)vRc (R) = 0. (3.46)
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If (3.46) holds, the solution set of Eq.(3.32) over Qn×nLT can be represented as

L̃i = {W i|W i =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = P+vRc (R) + (I8n − P+P )y, ∀y ∈ R8n}.(3.47)

Moreover, the minimal norm lower triangular Toeplitz i-conjugate solution over Qn×nLT sat-
isfies

ψLi = P+vRc (R). (3.48)

Proof. Eq.(3.32) has a solution over ψLi ∈ Qn×nLT if and only if

∥MX −XiN −GY −R∥ = 0. (3.49)

Combined Theorem 3.6 with PP+P = P , we can obtain

∥MX −XiN −GY −R∥ = ∥Pψ − vRc (R)∥ = ∥PP+Pψ − vRc (R)∥
= ∥PP+vRc (R)− vRc (R)∥ = ∥(PP+ − I4n2)vRc (R)∥.

(3.50)

So, it can be derived

∥MX −XiN −GY −R∥ = 0 ⇔ ∥(PP+ − I4n2)vRc (R)∥ = 0
⇔ (PP+ − I4n2)vRc (R) = 0.

(3.51)

Therefore, it can be concluded that Eq.(3.32) is compatible and its solution satisfies

Pψ = vRc (R). (3.52)

Moreover, by Lemma 2.11, its solution WQi
LT

satisfies

ψ = P+vRc (R) + (I8n − P+P )y. (3.53)

And then we can get the minimal norm lower triangular Toeplitz i-conjugate solution ψLi

satisfies

ψLi = P+vRc (R). (3.54)

Therefore, we complete the proof.

Theorem 3.8. Let M,N,G,R ∈ Qn×n, denote

P̃ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n ρn K̃,−G̃′′

2 n vRr (G)n K̃],(3.55)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set U i of Problem 4 can be represented as

U i = {W i|W i =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ψ = P̃+vRc (R) + (I8n − P̃+P̃ )y, ∀y ∈ R8n}.(3.56)

Moreover, the minimal norm least squares upper triangular Toeplitz i-conjugate solution ψUi

satisfies

ψUi = P̃+vRc (R), (3.57)
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in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(3.58)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(3.59)

By analogy with Problems 3-4, we will consider the related property of {j,k}-conjugate
quaternion matrix to solve Problems 5-8. The solution process of {j,k}-conjugate is similar
to {i}-conjugate, so we only give its corresponding theorem and corollary, and the proof is
omitted.

Now, we start to consider the related property of j-conjugate quaternion matrix to solve
Problems 5-6.

MX −XjN = GY +N. (3.60)

Theorem 3.9. Let X = (xij)n×n ∈ Qn×nLT with xst = xst1 + xst2 i+ xst3 j + xst4 k, then

vRc (X
j) = θvRc (X), (3.61)

where

ρ = In2 ⊗R
(2)
4 and R

(2)
4 =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 . (3.62)

Theorem 3.10. Let M,N,G,R ∈ Qn×n, denote

S = [G3 n vRr (M)nK −G
′

3 nW[n] nW[4n2] n vRc (N)n θ nK,−G′′

3 n vRr (G)nK],(3.63)

where G3, G
′

3, G
′′

3 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set Lj of Problem

5 can be represented as

Lj = {W j |W j =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = S+vRc (R) + (I8n − S+S)y, ∀y ∈ R8n}.(3.64)

In addition, the minimal norm least squares lower triangular Toeplitz j-conjugate solution
ψLj satisfies

ψLj = S+vRc (R). (3.65)
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Corollary 3.11. Let M,N,G,R ∈ Qn×n, S and ψ be the same as Theorem 3.10. Then
Eq.(3.60) has a solution over Qn×nLT if and only if

(SS+ − I4n2)vRc (R) = 0. (3.66)

If (3.66) holds, the solution set of Eq.(3.60) over Qn×nLT can be represented as

L̃j = {W j |W j =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = S+vRc (R) + (I8n − S+S)y, ∀y ∈ R8n}.(3.67)

Moreover, the minimal norm lower triangular Toeplitz j-conjugate solution over Qn×nLT sat-
isfies

ψLj = S+vRc (R). (3.68)

Similarly, according to the solution process of Problem 5, and we can obtain the following
theorems to solve Problem 6.

Theorem 3.12. Let M,N,G,R ∈ Qn×n, denote

S̃ = [G̃3 n vRr (M)n K̃ − G̃
′
3 nW[n] nW[4n2] n vRc (N)n θ n K̃,−G̃′′

3 n vRr (G)n K̃],(3.69)

where G̃3, G̃
′
3, G̃

′′
3 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set U j of Problem 6 can be represented as

U j = {W j |W j =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ψ = S̃+vRc (R) + (I8n − S̃+S̃)y, ∀y ∈ R8n},(3.70)

and the minimal norm least squares upper triangular Toeplitz j-conjugate solution ψUj sat-
isfies

ψUj = S̃+vRc (R), (3.71)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m=



K̃1m

...

K̃rm

...

K̃nm


,m=1, 2, . . . n,

(3.72)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(3.73)

By analogy with Problems 5-6, we start to consider the related property of k-conjugate
matrix to solve Problems 7-8.

MX −XkN = GY +N. (3.74)
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Theorem 3.13. Let X = (xij)n×n ∈ Qn×nLT with xst = xst1 + xst2 i+ xst3 j + xst4 k, then

vRc (X
k) = ηvRc (X), (3.75)

where

η = In2 ⊗R
(3)
4 and R

(3)
4 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 . (3.76)

Theorem 3.14. Let M,N,G,R ∈ Qn×n, denote

T = [G4 n vRr (M)nK −G
′

4 nW[n] nW[4n2] n vRc (N)n η nK,−G′′

4 n vRr (G)nK],(3.77)

where G4, G
′

4, G
′′

4 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set Lk of Problem

7 can be represented as

Lk = {W k|W k =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = T+vRc (R) + (I8n − T+T )y, ∀y ∈ R8n},(3.78)

and the minimal norm least squares lower triangular Toeplitz k-conjugate solution ψLk sat-
isfies

ψLk = T+vRc (R). (3.79)

Corollary 3.15. Let M,N,G,R ∈ Qn×n, T and ψ be the same as Theorem 3.14. Then
Eq.(3.74) has a solution over Qn×nLT if and only if

(TT+ − I4n2)vRc (R) = 0. (3.80)

If (3.80) holds, the solution set of Eq.(3.74) over Qn×nLT can be represented as

L̃k = {W k|W k =

(
X
Y

)
(X,Y ∈ Qn×nLT ), ψ = T+vRc (R) + (I8n − T+T )y, ∀y ∈ R8n}.

(3.81)
Moreover, the minimal norm lower triangular Toeplitz k-conjugate solution over Qn×nLT sat-
isfies

ψLk = T+vRc (R). (3.82)

Similarly, according to the solution process of Problem 7, and we can obtain the following
theorems to solve Problem 8.

Theorem 3.16. Let M,N,G,R ∈ Qn×n, denote

T̃ = [G̃4 n vRr (M)n K̃ − G̃
′
4 nW[n] nW[4n2] n vRc (N)n η n K̃,−G̃′′

4 n vRr (G)n K̃],(3.83)

where G̃4, G̃
′
4, G̃

′′
4 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψ =

[
vRs (X)
vRs (Y )

]
. Then the set Uk of Problem 8 can be represented as

Uk = {W k|W k =

(
X
Y

)
(X,Y ∈ Qn×nUT ), ψ = T̃+vRc (R) + (I8n − T̃+T̃ )y, ∀y ∈ R8n}.

(3.84)
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In this case, the minimal norm least squares upper triangular Toeplitz k-conjugate solution
ψUk satisfies

ψUk = T̃+vRc (R), (3.85)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(3.86)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(3.87)

4 Special Cases

In this part, we study some special cases of Problems 3-8, and give the minimal norm least
squares lower(upper) triangular Toeplitz (anti){i, j, k}-self-conjugate solutions of the studied
quaternion matrix equation.

4.1 i-self-conjugate and anti-i-self-conjugate solutions

Based on the characteristics of i-self-conjugate matrix, by adjusting some elements of R
(1)
4

in Theorem 3.5, we can obtain the following Theorem 4.1. Then, we use Theorem 3.1 to
extract Independent elements and reduce the calculation scale, and then derive the following
related theorems.

Theorem 4.1. Suppose that X = (xij) ∈ IQn×nLT with xst = xst1 +xst2 i+xst3 j+xst4 k, denote

vRt (X) = [x111 , x
11
2 , . . . , x

n1
1 , xn12 ]T . (4.1)

then the relation

vRc (X
i) = ρ

′
vRc (X) = ρ

′
KvRs (X) = ρ

′
KV vRt (X) (4.2)

holds, in which

ρ
′
= In2 ⊗ (R

(1)
4 )

′
, (R

(1)
4 )

′
=


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 and V = δ2n2 [1, 2, 5, 6, . . . , 4n− 2]. (4.3)

Theorem 4.2. Let M,N,G,R ∈ Qn×n, denote

P
′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n ρ
′ nK,−G′′

2 n vRr (G)nK]V,
(4.4)
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where G2, G
′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as in Theorem 3.1, and ψi =

[
vRt (X)
vRt (Y )

]
. Then the set IL of

solution can be written as

IL={W i|W i=

(
X
Y

)
, (X,Y ∈IQn×nLT ), ψi=(P

′
)+vRc (R) + (I4n − (P

′
)+(P

′
))y, ∀y ∈ R4n}.

(4.5)
Moreover, the minimal norm least squares lower triangular Toeplitz i-self-conjugate solution
ψIL satisfies

ψIL = (P
′
)+vRc (R). (4.6)

Corollary 4.3. Let M,N,G,R ∈ Qn×n, P
′
and ψi be the same as Theorem 4.2. Then

Eq.(3.32) has a lower triangular Toeplitz i-self-conjugate solution if and only if

((P
′
)(P

′
)+ − I4n2)vRc (R) = 0. (4.7)

If (4.7) holds, the lower triangular Toeplitz i-self-conjugate solution set of Eq.(3.32) can be
represented as

ĨL={W i|W i =

(
X
Y

)
, (X,Y ∈IQn×nLT ),

ψi=(P
′
)+vRc (R) + (I4n − (P

′
)+(P

′
))y, ∀y ∈ R4n}.

(4.8)

Moreover, the minimal norm lower triangular Toeplitz i-self-conjugate solution satisfies

ψIL = (P
′
)+vRc (R). (4.9)

Theorem 4.4. Let M,N,G,R ∈ Qn×n, denote

P̃ ′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n ρ

′ n K̃,−G̃′′
2 n vRr (G)n K̃]V,

(4.10)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψi =

[
vRt (X)
vRt (Y )

]
. Then the set IU of solution can be written as

IU ={W i|W i=

(
X
Y

)
, (X,Y ∈ IQn×nUT ), ψi= P̃ ′

+
vRc (R) + (I4n − P̃ ′

+
P̃ ′)y, ∀y ∈ R4n}.

(4.11)
Moreover, the minimal norm least squares upper triangular Toeplitz i-self-conjugate solution
ψIU satisfies

ψIU = P̃ ′
+
vRc (R), (4.12)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.13)
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and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.14)

In order to research anti-i-self-conjugate solution, according to the characteristics of

anti-i-self-conjugate matrix, by adjusting some elements of R
(1)
4 in Theorem 3.5, we can

get the following Theorem 4.5. Meanwhile, by combining the above conclusions with the
Theorem 3.1, we extract independent elements and reduce the calculation scale, then derive
the following theorems.

Theorem 4.5. Suppose that X = (xij) ∈ AIQn×nLT with xst = xst1 + xst2 i + xst3 j + xst4 k,
denote

vR
t
′ (X) = [x113 , x

11
4 , . . . , x

n1
3 , xn14 ]T . (4.15)

then the relation

vRc (X
i) = ρ

′′
vRc (X) = ρ

′′
KvRs (X) = ρ

′′
KV

′
vR
t′
(X) (4.16)

in which

ρ
′′
= In2 ⊗ (R

(1)
4 )

′′
, (R

(1)
4 )

′′
=


0 0 0 0
0 0 0 0
0 0 −1 0
0 0 0 −1

 and V
′
= δ2n2 [3, 4, 7, 8, . . . , 4n].

(4.17)

Theorem 4.6. Let M,N,G,R ∈ Qn×n, denote

P
′′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n ρ
′′ nK,−G′′

2 n vRr (G)nK]V
′
,

(4.18)
where G2, G

′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψi
′

=

[
vR
t′
(X)

vR
t′
(Y )

]
. Then the set AIL of

solution can be written as

AIL={W i|W i=

(
X
Y

)
, (X,Y ∈AIQn×nLT ), ψi

′

=(P
′′
)+vRc (R)+(I4n−(P

′′
)+(P

′′
))y,∀y∈R4n}.

(4.19)
Moreover, the minimal norm least squares lower triangular Toeplitz anti-i-self-conjugate
solution ψAIL satisfies

ψAIL = (P
′′
)+vRc (R). (4.20)

Corollary 4.7. Let M,N,G,R ∈ Qn×n, P
′′
and ψi

′

be the same as Theorem 4.6. Then
Eq.(3.32) has a lower triangular Toeplitz anti-i-self-conjugate solution if and only if

((P
′′
)(P

′′
)+ − I4n2)vRc (R) = 0. (4.21)

If (4.21) holds, then the lower triangular Toeplitz anti-i-self-conjugate solution set of
Eq.(3.32) can be represented as

ÃIL={W i|W i=

(
X
Y

)
, (X,Y ∈AIQn×nLT ), ψi

′

=(P
′′
)+vRc (R)+(I4n−(P

′′
)+(P

′′
))y,∀y∈R4n}.

(4.22)



328 W.-H. CHEN, C.-Q. SONG AND M.-R. XU

Moreover, the minimal norm lower triangular Toeplitz anti-i-self-conjugate solution satisfies

ψAIL = (P
′′
)+vRc (R). (4.23)

Theorem 4.8. Let M,N,G,R ∈ Qn×n, denote

P̃ ′′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n ρ

′′ n K̃,−G̃′′
2 n vRr (G)n K̃]V

′
,

(4.24)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψi
′

=

[
vR
t′
(X)

vR
t′
(Y )

]
. Then the set AIU of solution can be written as

AIU ={W i|W i=

(
X
Y

)
, (X,Y ∈AIQn×nUT ), ψi

′

= P̃ ′′
+
vRc (R)+(I4n−P̃ ′′

+
P̃ ′′)y, ∀y∈R4n},

(4.25)
and the minimal norm least squares upper triangular Toeplitz anti-i-self-conjugate solution
ψAIU satisfies

ψAIU = P̃ ′′
+
vRc (R), (4.26)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.27)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.28)

4.2 j-self-conjugate and anti-j-self-conjugate solutions

Similar to the solution process of (anti)i-self-conjugate solution, according to the properties
of (anti)j-self-conjugate matrix, we can get the relevant (anti)j-self-conjugate solution.

Theorem 4.9. Suppose that X = (xij) ∈ JQn×nLT with xst = xst1 +xst2 i+x
st
3 j+x

st
4 k, denote

vRa (X) = [x111 , x
11
3 , . . . , x

n1
1 , xn13 ]T . (4.29)

then the relation

vRc (X
j) = θ

′
vRc (X) = θ

′
KvRs (X) = θ

′
KHvRt (X) (4.30)

holds, in which

θ′ = In2 ⊗ (R
(2)
4 )

′
, (R

(2)
4 )

′
=


1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

 and H = δ2n2 [1, 3, 5, 7, . . . , 4n− 1]. (4.31)
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Theorem 4.10. Let M,N,G,R ∈ Qn×n, denote

S
′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n θ
′ nK,−G′′

2 n vRr (G)nK]H,
(4.32)

where G2, G
′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψj =

[
vRa (X)
vRa (Y )

]
. Then the set JL of

solution can be written as

JL={W j |W j=

(
X
Y

)
, (X,Y ∈JQn×nLT ), ψj=(S

′
)+vRc (R)+(I4n − (S

′
)+(S

′
))y, ∀y∈R4n},

(4.33)
and the minimal norm least squares lower triangular Toeplitz j-self-conjugate solution ψJL
satisfies

ψJL = (S
′
)+vRc (R). (4.34)

Corollary 4.11. Let M,N,G,R ∈ Qn×n, S
′
and ψj be the same as Theorem 4.10. Then

Eq.(3.60) has a lower triangular Toeplitz j-self-conjugate solution if and only if

((S
′
)(S

′
)+ − I4n2)vRc (R) = 0. (4.35)

If (4.35) holds, the lower triangular Toeplitz j-self-conjugate solution set of Eq.(3.60) can
be represented as

J̃L={W j |W j=

(
X
Y

)
, (X,Y ∈JQn×nLT ), ψi=(S

′
)+vRc (R)+(I4n − (S

′
)+(S

′
))y, ∀y∈R4n}.

(4.36)
Moreover, the minimal norm lower triangular Toeplitz j-self-conjugate solution satisfies

ψJL = (S
′
)+vRc (R). (4.37)

Theorem 4.12. Let M,N,G,R ∈ Qn×n, denote

S̃′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n ρ

′ n K̃,−G̃′′
2 n vRr (G)n K̃]H,

(4.38)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψj =

[
vRa (X)
vRa (Y )

]
. Then the set JU of solution can be written as

JU ={W j |W j=

(
X
Y

)
, (X,Y ∈JQn×nUT ), ψj= S̃′+vRc (R) + (I4n − S̃′+S̃′)y, ∀y∈R4n}.(4.39)

Moreover, the minimal norm least squares upper triangular Toeplitz j-self-conjugate solution
ψJU satisfies

ψJU = S̃′+vRc (R), (4.40)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.41)
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and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.42)

In order to research anti-j-self-conjugate solution, according to the characteristics of

anti-j-self-conjugate matrix, by adjusting some elements of R
(2)
4 in Theorem 3.9, we can

get the following Theorem 4.13. Meanwhile, by combining the above conclusions with the
Theorem 3.1, we extract independent elements and reduce the calculation scale, then derive
the following theorems..

Theorem 4.13. Suppose that X = (xij) ∈ AJQn×nLT with xst = xst1 + xst2 i + xst3 j + xst4 k,
denote

vR
a
′ (X) = [x112 , x

11
4 , . . . , x

n1
2 , xn14 ]T . (4.43)

then the relation

vRc (X
j) = θ

′′
vRc (X) = θ

′′
KvRs (X) = θ

′′
KH

′
vR
t′
(X) (4.44)

in which

θ
′′
= In2 ⊗ (R

(2)
4 )

′′
, (R

(2)
4 )

′′
=


0 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 −1

 and H
′
= δ2n2 [2, 4, 6, 8, . . . , 4n].

(4.45)

Theorem 4.14. Let M,N,G,R ∈ Qn×n, denote

S
′′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n θ
′′ nK,−G′′

2 n vRr (G)nK]H
′
,

(4.46)
where G2, G

′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψj
′

=

[
vR
a′
(X)

vR
a′
(Y )

]
. Then the set AJL of

solution can be written as

AJL={W j |W j=

(
X
Y

)
,(X,Y ∈AJQn×nLT ), ψj

′

=(S
′′
)+vRc (R)+(I4n−(S

′′
)+(S

′′
))y,∀y∈R4n},

(4.47)
and the minimal norm least squares lower triangular Toeplitz anti-j-self-conjugate solution
ψAJL satisfies

ψAJL = (S
′′
)+vRc (R). (4.48)

Corollary 4.15. Let M,N,G,R ∈ Qn×n, S
′′
and ψj

′

be the same as Theorem 4.14. Then
Eq.(3.60) has a lower triangular Toeplitz anti-j-self-conjugate solution if and only if

((S
′′
)(S

′′
)+ − I4n2)vRc (R) = 0. (4.49)

If (4.49) holds, the lower triangular Toeplitz anti-j-self-conjugate solution set of Eq.(3.60)
can be represented as

ÃJL={W j |W j=

(
X
Y

)
,(X,Y ∈AJQn×nLT ), ψj

′

=(S
′′
)+vRc (R)+(I4n−(S

′′
)+(S

′′
))y,∀y∈R4n}.

(4.50)
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Moreover, the minimal norm lower triangular Toeplitz anti-j-self-conjugate solution satisfies

ψAJL = (S
′′
)+vRc (R). (4.51)

Theorem 4.16. Let M,N,G,R ∈ Qn×n, denote

S̃′′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n θ

′′ n K̃,−G̃′′
2 n vRr (G)n K̃]H

′
,

(4.52)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψj
′

=

[
vR
a′
(X)

vR
a′
(Y )

]
. Then the set AJU of solution can be written as

AJU ={W j |W j=

(
X
Y

)
,(X,Y ∈AJQn×nUT ), ψj

′

= S̃′′
+
vRc (R)+(I4n−S̃′′

+
S̃′′)y, ∀y∈R4n},

(4.53)
and the minimal norm least squares upper triangular Toeplitz anti-i-self-conjugate solution
ψAJU satisfies

ψAJU = S̃′′
+
vRc (R), (4.54)

in which

vRs (X) =



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.55)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.56)

4.3 k-self-conjugate and anti-k-self-conjugate solutions

Similar to the solution process of (anti)i-self-conjugate solution, according to the properties
of (anti)k-self-conjugate matrix, we can get the relevant (anti)k-self-conjugate solution.

Theorem 4.17. Suppose that X = (xij) ∈ KQn×nLT with xst = xst1 + xst2 i + xst3 j + xst4 k,
denote

vRb (X) = [x111 , x
11
4 , . . . , x

n1
1 , xn14 ]T . (4.57)

then the relation

vRc (X
k) = η

′
vRc (X) = η

′
KvRs (X) = η

′
KJvRb (X) (4.58)

holds, in which

η
′
= In2 ⊗ (R

(3)
4 )

′
, (R

(3)
4 )

′
=


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 and J = δ2n2 [1, 4, 5, 8, . . . , 4n]. (4.59)
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Theorem 4.18. Let M,N,G,R ∈ Qn×n, denote

T
′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n η
′ nK,−G′′

2 n vRr (G)nK]J,
(4.60)

where G2, G
′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψk =

[
vRb (X)
vRb (Y )

]
. Then the set KL of

solution can be written as

KL={W k|W k=

(
X
Y

)
,(X,Y ∈KQn×nLT ), ψk=(T

′
)+vRc (R)+(I4n−(T

′
)+(T

′
))y, ∀y∈R4n},

(4.61)
and the minimal norm least squares lower triangular Toeplitz k-self-conjugate solution ψKL

satisfies

ψKL
= (T

′
)+vRc (R). (4.62)

Corollary 4.19. Let M,N,G,R ∈ Qn×n, T
′
and ψk be the same as Theorem 4.18. Then

Eq.(3.74) has a lower triangular Toeplitz k-self-conjugate solution if and only if

((T
′
)(T

′
)+ − I4n2)vRc (R) = 0. (4.63)

If (4.63) holds, the lower triangular Toeplitz k-self-conjugate solution set of Eq.(3.74) can
be represented as

K̃L={W k|W k=

(
X
Y

)
,(X,Y ∈KQn×nLT ), ψk=(T

′
)+vRc (R)+(I4n−(T

′
)+(T

′
))y, ∀y∈R4n}.

(4.64)
Moreover, the minimal norm lower triangular Toeplitz k-self-conjugate solution satisfies

ψKL
= (T

′
)+vRc (R). (4.65)

Theorem 4.20. Let M,N,G,R ∈ Qn×n, denote

T̃ ′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n η

′ n K̃,−G̃′′
2 n vRr (G)n K̃]J,

(4.66)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψk =

[
vRb (X)
vRb (Y )

]
. Then the set KU of solution can be written as

KU ={W k|W k=

(
X
Y

)
, (X,Y ∈KQn×nUT ), ψk= T̃ ′

+
vRc (R)+(I4n−T̃ ′

+
T̃ ′)y, ∀y∈R4n},

(4.67)
and the minimal norm least squares upper triangular Toeplitz k-self-conjugate solution ψKU

satisfies

ψKU
= T̃ ′

+
vRc (R), (4.68)
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in which

vRs (X)=



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.69)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.70)

In order to research anti-k-self-conjugate solution, according to the characteristics of

anti-i-self-conjugate matrix, by adjusting some elements of R
(3)
4 in Theorem 3.13, we can

get the following Theorem 4.21. Meanwhile, by combining the above conclusions with the
Theorem 3.1, we extract independent elements and reduce the calculation scale, then derive
the following theorems.

Theorem 4.21. Suppose that X = (xij) ∈ AKQn×nLT with xst = xst1 + xst2 i + xst3 j + xst4 k,
denote

vR
a
′ (X) = [x112 , x

11
3 , . . . , x

n1
2 , xn13 ]T . (4.71)

then the relation

vRc (X
k) = η

′′
vRc (X) = η

′′
KvRs (X) = η

′′
KV

′
vR
b′
(X) (4.72)

holds, in which

η
′′
= In2 ⊗ (R

(3)
4 )

′′
, (R

(3)
4 )

′′
=


0 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 0

 and J
′
= δ2n2 [2, 3, 6, 7, . . . , 4n− 1].

(4.73)

Theorem 4.22. Let M,N,G,R ∈ Qn×n, denote

T
′′
= [G2 n vRr (M)nK −G

′

2 nW[n] nW[4n2] n vRc (N)n η
′′ nK,−G′′

2 n vRr (G)nK]J
′
,

(4.74)
where G2, G

′

2, G
′′

2 have the same structure as G, G
′
in Lemma 2.19 excepting for the

dimension, K is the same as Theorem 3.1, and ψk
′

=

[
vR
b′
(X)

vR
b′
(Y )

]
. Then the set AKL of

solution can be written as

AKL={W k|W k=

(
X
Y

)
,(X,Y ∈AKQn×nLT ), ψk

′

=(T
′′
)+vRc (R)+(I4n−(T

′′
)+(T

′′
))y,∀y∈R4n},

(4.75)
and the minimal norm least squares lower triangular Toeplitz anti-k-self-conjugate solution
ψAKL

satisfies

ψAKL
= (T

′′
)+vRc (R). (4.76)
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Corollary 4.23. Let M,N,G,R ∈ Qn×n, T
′′
and ψk

′

be the same as Theorem 4.22. Then
Eq.(3.74) has a lower triangular Toeplitz anti-k-self-conjugate solution if and only if

((T
′′
)(T

′′
)+ − I4n2)vRc (R) = 0. (4.77)

If (4.77) holds, the lower triangular Toeplitz anti-k-self-conjugate solution set of Eq.(3.74)
can be represented as

ÃKL={W k|W k=

(
X
Y

)
,(X,Y ∈AKQn×nLT ),

ψk
′

=(T
′′
)+vRc (R)+(I4n−(T

′′
)+(T

′′
))y,∀y∈R4n}.

(4.78)

Moreover, the minimal norm lower triangular Toeplitz anti-k-self-conjugate solution satisfies

ψAKL
= (T

′′
)+vRc (R). (4.79)

Theorem 4.24. Let M,N,G,R ∈ Qn×n, denote

T̃ ′′ = [G̃2 n vRr (M)n K̃ − G̃
′
2 nW[n] nW[4n2] n vRc (N)n η

′′ n K̃,−G̃′′
2 n vRr (G)n K̃]J

′
,

(4.80)

where G̃2, G̃
′
2, G̃

′′
2 have the same structure as G, G

′
in Lemma 2.19 excepting for the

dimension, and ψk
′

=

[
vR
b′
(X)

vR
b′
(Y )

]
. Then the set AKU of solution can be written as

AKU ={W k|W k=

(
X
Y

)
,(X,Y ∈AKQn×nUT ), ψk

′

=T̃ ′′
+
vRc (R)+(I4n−T̃ ′′

+
T̃ ′′)y, ∀y∈R4n}.

(4.81)
Moreover, the minimal norm least squares upper triangular Toeplitz anti-k-self-conjugate
solution ψAKU

satisfies

ψAKU
= T̃ ′′

+
vRc (R), (4.82)

in which

vRs (X)=



vR(X1)
...

vR(Xm)
...

vR(Xn)

 , vRs (Y )=



vR(Y1)
...

vR(Ym)
...

vR(Yn)

 , K̃ =



K̃1

...

K̃m

...

K̃n


, K̃m =



K̃1m

...

K̃rm

...

K̃nm


,m = 1, 2, . . . n,

(4.83)
and

K̃rm =

{
04×4n, r > m,(
δm−r+1
n

)T ⊗ I4, r ≤ m.
(4.84)

5 Conclusion Remarks

In this paper, we study the least squares problems of non-homogeneous Yakubovich-
(conjugate) quaternion matrix equation (1.1). According to the structural characteristics



STP METHOD FOR TOEPLITZ SOLUTIONS 335

of the lower(upper) triangular toeplitz matrix, the problem of solving the quaternion ma-
trix equation is transformed into the corresponding problem in the real number field by
using STP method and real vector representation. We investigate the minimal norm least
squares lower(upper) triangular toeplitz solution of (1.1) and the minimal norm least squares
lower(upper) triangular toeplitz {i, j, k}-conjugate solutions of its corresponding quaternion
matrix equation, and the necessary and sufficient conditions and expressions for the exis-
tence of solutions are derived. In addition, we also study the minimal norm least squares
lower(upper) triangular toeplitz self-conjugate solutions and anti-self-conjugate solutions
of the studied quaternion conjugate matrix equation. This method can be used to solve
different quaternion linear systems, for example, Stein quaternion matrix equation.
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