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to the nonzero spectrum of a symmetric nonnegative matrix in order to obtain
a nonnegative symmetric realisation is bounded by a function of the number of
nonzero elements in the the list.

Theorem 1.1 ([5]). Let A ∈ Mn(R) be a symmetric nonnegative matrix of rank

k. Then, there exists a symmetric nonnegative matrix Ã ∈ Mk(k+1)/2(R) with the
same nonzero spectrum as A.

This result was used in the first proof that showed the symmetric nonnegative
inverse eigenvalue problem is different to the real nonnegative inverse eigenvalue
problem, for the problem of determining which lists of real numbers are realizable.
The bound provided in the theorem above is believed not to be tight. In fact,
examples of lists where one zero added makes the list symmetrically realizable are
known, but at present there are no known examples where three or more zeros are
required in symmetric realizability.

In this note, we consider analogous questions for diagonal realizability. In partic-
ular, we show that if a list is the nonzero spectrum of a diagonalizable nonnegative
matrix with k nonzero eigenvalues, then it can be realised by a nonnegative diago-
nalizable matrix of order k(k + 1).

The ideas that we use in this note are similar to those in [5], where Carathéodory’s
theorem plays a central role.

Theorem 1.2 (Carathéodory). Let V be an l-dimensional vector space, and let vi ∈
V, i = 1, 2, . . . , p. Let K be the convex cone generated by v1, v2, . . . , vp. Then each
point in K can be expressed as a linear combination, with nonnegative coefficients,
of l or fewer of the vi’s.

2. Main Results

Our approach will depend on the existence of a principal sub-matrix A11 of the
original matrix A that has the same rank as A. We start by considering the structure
of a matrix A with a principal submatrix A11 of the same rank as A.

Lemma 2.1. Let A =

(
A11 A12

A21 A22

)
∈ Mn(R) and A11 ∈ Mm(R) have the same

rank (so m is at least the rank of A). Then there exists an m× (n−m) matrix Q
such that

A =

(
A11 A11Q
A21 A21Q

)
,

and A is similar to (
A11 +QA21 0

A21 0

)
.

Proof. Since rank(A11) = rank
(
A11 A12

)
, there exists an m × (n −m) matrix Q

so that A12 = A11Q, and since rank(A11) is equal to the rank of:(
A11 A11Q
A21 A22

)(
Im −Q
0 In−m

)
=

(
A11 0
A21 A22 −A21Q

)
,
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we conclude that A22 = A21Q. This gives us:

A =

(
A11 A11Q
A21 A21Q

)
.

We compute(
Im Q
0 In−m

)(
A11 A11Q
A21 A21Q

)(
Im −Q
0 In−m

)
=

(
A11 +QA21 0

A21 0

)
to verify the second part of the statement. □

Our first application of this lemma given below considers the general case.

Theorem 2.1. Let

A =

(
A11 A12

A21 A22

)
∈ Mn(R)

be a nonnegative matrix, where A11 ∈ Mm(R) has rank equal to the rank of A and
the rank of A21 is equal to r. Furthermore, we assume n > m+mr.

Then there exists a nonnegative matrix Ã ∈ Mm+mr(R) whose nonzero spectrum
is the same as the nonzero spectrum of A. Moreover, the Jordan canonical forms of
A and Ã, denoted by J(A) and J(Ã) respectively, satisfy: J(A) = J(Ã)⊕0n−m−mr.

Proof. By Lemma 2.1

A =

(
A11

A21

)(
Im Q

)
,

hence the nonzero spectrum of A is equal to the nonzero spectrum of(
Im Q

)(A11

A21

)
= A11 +QA21.

Let us write down the columns of Q and the rows of A21 :

Q =
(
q1 q2 . . . qn−m

)
, A21 =


vT1
vT2
...

vTn−m

 .

Let V denote the span of vTi ’s, and let V⊥ denote its orthogonal complement. The
vector space

S = {M ∈ Mm(R) : Mv = 0, for all v ∈ V⊥},
has dimension m2 − (m− r)m = mr, and contains qjv

T
j , for i = 1, 2 . . . , n−m. By

Theorem 1.2 we can write:

QA21 =
mr∑
j=1

αjqrjv
T
rj ,

where αj ≥ 0. We define:

Q̃ =
(
α1qr1 α2qr2 . . . αmrqrmr

)
, Ã21 =


vTr1
vTr2
...

vTrmr

 ,
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and

Ã :=

(
A11

Ã21

)(
Im Q̃

)
∈ Mm+mr(R).

Note that Ã is obtained from A by deleting some rows and corresponding columns of
A, and then multiplying some of the surviving columns by nonnegative constants.
Hence, the nonnegativity of Ã is clear from the construction. Furthermore, the
nonzero spectrum of A is equal to the nonzero spectrum of Ã, since(

Im Q
)(A11

A21

)
=

(
Im Q̃

)(A11

Ã21

)
.

We still need to prove the connection between the Jordan forms of A and Ã.
From the construction of Ã we see that rank(Ã) ≤ rank(A), but since Ã contains
a principal submatrix A11 whose rank is the same as rank of A, we conclude that
rank(A) = rank(Ã).

Lemma 2.1 tells us that A is similar to

A′ =

(
A11 +QA21 0

A21 0

)
and Ã is similar to

Ã′ =

(
A11 + Q̃Ã21 0

Ã21 0

)
=

(
A11 +QA21 0

Ã21 0

)
.

We use a permutation similarity on A′ to deduce that A is similar to a matrix of
the form:

A′′ =

A11 +QA21 0 0

Ã21 0 0
˜̃A21 0 0

 .

Since rank(A) = rank(Ã), the rows of ˜̃A21 are linear combinations of rows of A11 +

QA21 and Ã21. Hence we can find an (n−m−mr)×m matrix S and an (n−m−
mr)×mr matrix T such that a similarity of the form:Im 0 0

0 Imr 0
S T In−m−mr


on the matrix A′′ results in: A11 +QA21 0 0

Ã21 0 0
0 0 0

 .

Now we know that A is similar to a matrix of the form Ã′ ⊕ 0n−m−mr, and the
relationship between J(A) and J(A′) follows. □

The following lemma allows us to obtain a bound on the size of A11 in terms of
the rank of A and the number of nonzero eigenvalues of A in the results above.

Lemma 2.2. Let A ∈ Mn(R) have l nonzero eigenvalues and rank k. Then A
contains a principal submatrix of order 2k− l whose rank is equal to the rank of A.
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Proof. Let p(x) = xn + p1x
n−1 + · · ·+ plx

n−l be the characteristic polynomial of A.
Since A has l nonzero eigenvalues, we have pl ̸= 0, and A contains a principal l × l
nonzero minor. Using permutation similarity we may assume that the leading l× l
principal minor of A, call it A11, is not equal to zero. Using another permutation
similarity we may assume that the first k rows of A have rank k, i.e. are linearly
independent:

A =

A11 A12 A13

A21 A22 A23

A31 A32 A33

 ,

where A11 is invertible, and

(
A11 A12 A13

A21 A22 A23

)
has full rank k. This implies that

the matrix

(
A12 A13

A22 A23

)
contains k − l linearly independent columns. Using a per-

mutation similarity that leaves the top left k × k submatrix fixed, we can assure
that the k × (k + (k − l)) submatrix of A containing the first k rows and the first
2k − l columns contains k linearly independent columns. This implies that the top
left (2k − l)× (2k − l) submatrix of A has rank k. □

The bound given in the above lemma cannot be improved in general as illustrated
in the following example.

Example 2.1. Let Dl be an l× l diagonal matrix with l nonzero diagonal elements.
The matrix

A =

Dl 0 0
0 0k−l Ik−l

0 0 0k−l


has order 2k − l, rank k and l nonzero eigenvalues. It is easy to check that A has
no proper principal submatrices with rank k.

Corollary 2.1. Let A ∈ Mn(R) be a nonnegative matrix with l nonzero eigenvalues

and rank k. Then there exists a nonnegative matrix Ã of order ñ = (2k − l) + (2k − l)2,
whose nonzero spectrum is the same as the nonzero spectrum of A and whose Jordan
canonical form J(Ã) satisfies: J(A) = J(Ã)⊕ 0n−ñ.

Corollary 2.2. Let A ∈ Mn(R) be a diagonalizable nonnegative matrix of rank

k and n ≥ k + k2. Then there exists a diagonalizable nonnegative matrix Ã ∈
Mk+k2(R), whose nonzero spectrum is the same as the nonzero spectrum of A.

Proof. For a diagonalizable matrix A the rank of A is equal to the number of nonzero
eigenvalues of A. □

3. The Nonnegative Inverse Elementary Divisor Problem

The nonnegative inverse elementary divisor problem (NIEDP) asks for a given
realizable spectrum σ = (λ1, λ2, . . . , λn), what are the possible Jordan forms of
realising matrices. Of course, if σ has no repeated entries, this problem reduces to
the NIEP for σ. We conjecture, that if σ is realizable, then it is realizable by a
nonnegative nonderogatory matrix.
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Minc [12] proved that if σ is diagonalizably realizable by a positive matrix A,
then for every Jordan form J with spectrum σ, σ is realizable by a positive matrix
similar to J . The question, if σ is diagonalizably realizable by a nonnegative matrix
A, is σ then realizable by a nonnegative matrix similar to J for every Jordan form
J with spectrum σ, was posed in [2], and is currently open.

Now consider the classic example

σ(t) = (3 + t, 3− t,−2,−2,−2).

We ask the questions what is the minimal t for which σ(t) is realizable by a nonneg-
ative matrix with a given Jordan canonical form Ji(t) associated with σ(t), where
J1(t) is a diagonal matrix, where J2(t) is the Jordan canonical form with the mini-
mal polynomial of degree 4, and where J3(t) is nonderogatory. We will denote the
minimal t in each case by ti.

It is shown in [3] that σ(t) is realizable by a diagonalizable nonnegative matrix
only for t ≥ 1, i.e. t1 = 1. In this case, the condition for diagonalizable realizability
and symmetric realizability coincide. Also, in the same paper it is shown that

σ = (3 + t, 3− t,−1.9,−2,−2.1)

is realizable for t ≥ 1
10

√
120

√
3166− 3899 ≈ 0.435, while by McDonald-Neumann

inequality, given in [11], t ≥ 0.9 is necessary for symmetric realizability.

On the other hand, σ(t) is realizable for t ≥
√

16
√
6− 39 ≈ 0.438. This is shown

in [8], where a nonderogatory matrix with spectrum σ(t3), t3 =
√
16
√
6− 39, is

provided.
Here we present the matrix

A(t) =


0 2 1

2 0 0
2 0 1

2 0 0
256
t2+7

− 32 256
t2+7

− 32 0 1 0

0 0 t4+78t2−15
2(t2+7)

0 1
2

√
2t2 + 30

0 0
2
√
2(3t4+58t2+3)

(t2+7)
√
t2+15

1
2

√
2t2 + 30 0

 .

A(t) has eigenvalues (3 + t, 3 − t,−2,−2,−2), it is nonnegative, and has Jordan

canonical form J2(t) for
√

16
√
6− 39 ≤ t. This shows that t2 = t3.

References

[1] M. Boyle and D. Handelman, The spectra of nonnegative matrices via symbolic dynamics, Ann.
of Math. (2) 133 (1991), 249–316.

[2] M. Collao, C. R. Johnson and R. L. Soto, Universal realizability of spectra with two positive
eigenvalues, Linear Algebra Appl. 545 (2018), 226–239.

[3] A. G. Cronin and T. J Laffey, The diagonalizable nonnegative inverse eigenvalue problem.
Special Matrices, to appear.

[4] P. D. Egleston, T. D. Lenker and Sivaram K. Narayan, The nonnegative inverse eigenvalue
problem, Linear Algebra Appl. 379 (2004), 475–490.

[5] C. R. Johnson, T. J. Laffey and R. Loewy, The real and the symmetric nonnegative inverse
eigenvalue problems are different, Proc. Amer. Math. Soc. 124 (1996), 3647–3651.

[6] T. J. Laffey, Extreme nonnegative matrices, Linear Algebra Appl. 275/276 (1998), 349–357.
[7] T. J. Laffey, A constructive version of the Boyle-Handelman theorem on the spectra of non-

negative matrices, Linear Algebra Appl. 436 (2012), 1701–1709.



DIAGONAL REALIZABILITY IN THE NONNEGATIVE INVERSE EIGENVALUE PROBLEM 631

[8] T. J. Laffey and E. Meehan, A refinement of an inequality of Johnson, Loewy and London on
nonnegative matrices and some applications, Electron. J. Linear Algebra 3 (1998), 119–128.
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