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infinite dimensional programming problems are discussed in [21]. The results are
applied to optimal control problems subject to ODEs with pure state constraints.
A coercivity condition for the second derivative of the Lagrangian is derived, tak-
ing the two-norm discrepancy into account. Furthermore they present sufficient
conditions of Riccati-type. [20] analyze first and second-order necessary as well as
sufficient optimality conditions for infinite-dimensional programming problems and
utilize the results to derive second-order sufficient conditions for optimal control
problems subject to ODEs with mixed control-state and pure state constraints us-
ing the Hamilton-Jacobi inequality. They also introduce a Legendre-Clebsch and
Riccati-type condition. In [31] first and second-order sufficient conditions for op-
timal control problems with control constraints are obtained. Second-order suffi-
cient conditions for cone-constrained optimization problems are acquired by [16].
They apply the results to optimal control problems for affine systems subject to
state-space constraints. [5] make use of three different norms to obtain second or-
der sufficient conditions for infinite dimensional optimization problems, which are
utilized to derive sufficient conditions for optimal control problems with endpoint
constraints, and equality and inequality constraints on the controls. In [22] second
order sufficient conditions for optimal control problems subject to state and con-
trol constraints are discussed. Second order sufficient conditions for optimal control
problems subject to mixed control-state constraints as well as pure state constraints
of order one are analyzed by [19]. [2] investigate second-order conditions for optimal
control problems with pure state constraints of arbitrary order and mixed control-
state constraints.

In this paper we aim to extend some of the results for ODEs to DAE optimal
control problems. In particular we discuss necessary and second-order sufficient
conditions for optimal control problems subject to DAEs in Hessenberg form of
index k ∈ N. Herein, the derivation of sufficient conditions is a new contribution up
to the knowledge of the authors, while the statement of necessary conditions builds
on existing results and formalizes it for problems with arbitrary index. We consider
the following optimal control problem (OCP) on a fixed and compact time interval
[t0, tf ] :

Minimize

φ (x1(tf ), x2(tf ), . . . , xk−1(tf ))

with respect to

x1 ∈ W
nx1
1,∞ ([t0, tf ]) , x2 ∈ W

nx2
2,∞ ([t0, tf ]) , . . . , xk−1 ∈ W

nxk−1

k−1,∞ ([t0, tf ]) ,

y ∈ L
ny
∞ ([t0, tf ]) , u ∈ Lnu

∞ ([t0, tf ])

subject to the Hessenberg DAE

ẋ1(t) = f1 (x1(t), x2(t), . . . , xk−1(t), y(t), u(t)) ,(1.1)

ẋ2(t) = f2 (x1(t), x2(t), . . . , xk−1(t)) ,(1.2)

ẋ3(t) = f3 (x2(t), x3(t), . . . , xk−1(t)) ,(1.3)

...
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ẋk−1(t) = fk−1 (xk−2(t), xk−1(t)) ,(1.4)

0 = g (xk−1(t)) ,(1.5)

the initial conditions

0 = D1

(
x1(t0)− x01

)
,

0 = D2

(
x2(t0)− x02

)
,

...

0 = Dk−1

(
xk−1(t0)− x0k−1

)
,

and the mixed control-state constraints

c (x1(t), x2(t), . . . , xk−1(t), y(t), u(t)) ≤ 0.

Herein, nx :=
∑k−1

i=1 nxi is the dimension of the differential state vector function

x = (x1, x2, . . . , xk−1)
⊤, y is the algebraic state vector function, and u is the control

vector function. The DAE consists of the differential equations (1.1)-(1.4) and the
algebraic constraint (1.5), which can be interpreted as a pure state constraint that is
active for every t ∈ [t0, tf ]. The particular structure of the DAE (1.1)-(1.5) is called
Hessenberg structure. Please note the smoothness properties of the differential

state components xj ∈ W
nxj

j,∞ ([t0, tf ], j = 1, . . . , k − 1, where the Banach spaces

W
nxj

j,∞ ([t0, tf ] will be defined in Section 2.
The functions

φ : Rnx → R,
f1 : Rnx × Rny × Rnu → Rnx1 ,

f2 : Rnx → Rnx2 ,

f3 : Rnx−nx1 → Rnx3 ,

f4 : Rnx−nx1−nx2 → Rnx4 ,

...

fk−1 : Rnx−
∑k−3

i=1 nxi → Rnxk−1 ,

g : Rnxk−1 → Rny ,

c : Rnx × Rny × Rnu → Rnc ,

and the matrices

Di ∈ R(nxi−ny)×nxi , i = 1, . . . , k − 1,

are supposed to be given. It is well known for DAEs of type (1.1)-(1.5) that not
only the algebraic constraint in (1.5) has to be satisfied, but also its derivatives with
respect to time up to order (k−1) impose so-called hidden constraints. These hidden
constraints are obtained by repeated differentiation of (1.5) and substitution of (1.1)-
(1.4). To this end we introduce the following notation for the hidden constraints,
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which read as follows:

0 = g (xk−1(t))

=: gk−1 (xk−1(t))

0 =
d

dt
gk−1 (xk−1(t)) = g′k−1,xk−1

(xk−1(t)) fk−1 (xk−2(t), xk−1(t))

=: gk−2 (xk−2(t), xk−1(t))

0 =
d

dt
gk−2 (xk−2(t), xk−1(t))

= g′k−2,xk−2
(xk−2(t), xk−1(t)) fk−2 (xk−3(t), xk−2(t), xk−1(t))

+ g′k−2,xk−1
(xk−2(t), xk−1(t)) fk−1 (xk−2(t), xk−1(t))

=: gk−3 (xk−3(t), xk−2(t), xk−1(t))

...

0 =
d

dt
g1 (x1(t), x2(t), . . . , xk−1(t))

=

k−1∑
j=2

g′1,xj
(x1(t), x2(t), . . . , xk−1(t)) fj(xj−1(t), . . . , xk−1(t))

+ g′1,x1
(x1(t), x2(t), . . . , xk−1(t)) f1(x1(t), . . . , xk−1(t), y(t), u(t))

=: g0 (x1(t), x2(t), . . . , xk−1(t), y(t), u(t)) .

This paper is organized as follows: In Section 2 we introduce important notations
and assumptions. Necessary conditions for (OCP) are derived in Section 3. Section
4 deals with sufficient conditions for (OCP) and an illustrative example is presented
in Section 5.

2. Preliminaries

We denote the Banach-space, which consists of all essentially bounded functions
v : [t0, tf ] → Rn by (Ln

∞ ([t0, tf ]) , ∥ · ∥∞) and the Banach-space, which consists of
functions v : [t0, tf ] → Rn with bounded derivatives up to orderm ∈ N in Ln

p ([t0, tf ])

by
(
Wn

m,p ([t0, tf ]) , ∥ · ∥m,p

)
, with

∥v∥m,p := maxi=1,...,m

{
∥v(i)∥p

}
, where v(i) is the i-th derivative of v and p = 2,∞.

For a Banach-space (X, ∥ · ∥X) we denote the dual-space by X⋆.
Furthermore we make use of the following abbreviations:

x(i)(·) :=


xi(·)
xi+1(·)

...
xk−1(·)

 , i = 1, . . . , k − 1, x0 :=


x01
x02
...

x0k−1

 ,

x(·) := x(1)(·), z(·) :=

 x(·)
y(·)
u(·)

 ,
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X := W
nx1
1,∞ ([t0, tf ])×W

nx2
2,∞ ([t0, tf ])× . . .×W

nxk−1

k−1,∞ ([t0, tf ]) ,

X̂ := W
nx1
1,2 ([t0, tf ])×W

nx2
2,2 ([t0, tf ])× . . .×W

nxk−1

k−1,2 ([t0, tf ]) ,

Y := L
nx1∞ ([t0, tf ])×W

nx2
1,∞ ([t0, tf ])× . . .×W

nxk−1

k−2,∞ ([t0, tf ]) ,

D :=


D1 0 · · · 0

0 D2
. . .

...
...

. . .
. . . 0

0 · · · 0 Dk−1

 ,

f (z(·)) :=


f1 (z(·))

f2
(
x(1)(·)

)
f3
(
x(2)(·)

)
...

fk−1

(
x(k−2)(·)

)

 , g (x(·)) :=


g1
(
x(1)(·)

)
g2
(
x(2)(·)

)
g3
(
x(3)(·)

)
...

gk−1

(
x(k−1)(·)

)

 .

and equip the space X and X̂ with the norms

∥x∥X := max
i=1,...,k−1

{
∥xi∥i,∞

}
,

∥x∥X̂ := max
i=1,...,k−1

{
∥xi∥i,2

}
.

Throughout this paper we assume the following:

(A1) The optimal control problem (OCP) has a weak local minimizer

(x̂, ŷ, û) ∈ X × L
ny
∞ ([t0, tf ])× Lnu

∞ ([t0, tf ]) .

(A2) The initial value is consistent, i.e., the matrix

E :=

(
g′
x (x(t0))

D

)
has full rank.

(A3) The DAE has index k, i.e., the Jacobian g′0,y(x̂(t), ŷ(t), û(t)) is non-singular

almost everywhere on [t0, tf ] and the inverse is essentially bounded.
(A4) The functions fi are i + 1 times Fréchet differentiable and the respective

derivatives are continuous in all arguments. c is twice Fréchet differentiable
and the respective derivatives are continuous in all arguments and g is k+1
times Fréchet differentiable and the respective derivatives are continuous in
all arguments.

We denote partial derivatives with a subscript and derivatives at an optimal point
as functions of time t with squared brackets, e.g.,

f ′
1,x1

[t] := ∂ f1(x̂(t),ŷ(t),û(t))
∂ x1

. Furthermore we denote the pseudo-inverse of a matrix

A ∈ Rn×m and rank (A) = n by A+ := A⊤ (AA⊤)−1
.
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3. Necessary conditions

To derive a local minimum principle for (OCP) we consider the optimal con-
trol problem as an infinite optimization problem and apply first order necessary
conditions of Fritz John type. (OCP) is equivalent with the infinite optimization
problem

(P) : Minimize J(z) w.r.t. z ∈ Z s.t. H(z) = 0, G(z) ∈ K,

where

Z := X × L
ny
∞ ([t0, tf ])× Lnu

∞ ([t0, tf ]) ,

Ẑ := X̂ × L
ny

2 ([t0, tf ])× Lnu
2 ([t0, tf ]) ,

V := Y ×W
ny

k−1,∞ ([t0, tf ])× Rnx−(k−1)ny ,

W := Lnc
∞ ([t0, tf ]) ,

J : Z → R, H : Z → V, G : Z → W

J(z) := φ (x(tf )) ,

H(z) :=

 f (z(·))− ẋ(·)
gk−1

(
x(k−1)(·)

)
−D

(
x(t0)− x0

)
 ,

G(z) := −c(z(·)),
K := {ϑ ∈ W | ϑ(t) ≥ 0 a.e. in [t0, tf ]} .

and equip the spaces Z and Ẑ with the norms

∥z∥Z := max {∥x∥X , ∥y∥∞ ∥u∥∞} ,
∥z∥Ẑ := max

{
∥x∥X̂ , ∥y∥2 ∥u∥2

}
.

Note that the mappings J,H, and G are Fréchet differentiable, if Assumption (A4)
holds. Moreover, if assumptions (A1) - (A4) hold, then H ′ (ẑ) : Z → V is a
surjective operator, which can be proven similarly to [8, Lemma 3.1.4] and by using
similar arguments as in Equations (3.5) - (3.14) below.

Under these assumptions, the first order necessary Fritz John conditions hold,
compare [8, Theorem 2.3.24], and yield the existence of non-trivial multipliers

ℓ0 ≥ 0, λ⋆ ∈ V ⋆, η⋆ ∈ W ⋆

such that

0 = ℓ0 J
′ (ẑ) (z)− λ⋆

(
H ′ (ẑ) (z)

)
− η⋆

(
G′ (ẑ) (z)

)
(3.1)

0 = η⋆ (G (ẑ)) , η⋆ ∈ K+

holds for all z ∈ Z, where K+ is the positive dual cone of K. We define

λf
⋆ :=

(
λ⋆
f1 , λ

⋆
f2 , . . . , λ

⋆
fk−1

)
, λ⋆ :=

(
λf

⋆, λ⋆
g, σ

⋆
)
.

For every x ∈ X, every y ∈ L
ny
∞ ([t0, tf ]), and every u ∈ Lnu

∞ ([t0, tf ]) the variational
equation (3.1) yields

0 = λf
⋆
(
ẋ(·)− f ′

x[·]x(·)
)
− λ⋆

g

(
g′k−1,x[·]x(·)

)
+ η⋆

(
c′x[·]x(·)

)
,(3.2)
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+ σ⊤Dx(t0) + ℓ0 φ
′ (x̂(tf )) x(tf )

0 = −λf
⋆
(
f ′
y[·] y(·)

)
+ η⋆

(
c′y[·] y(·)

)
,(3.3)

0 = −λf
⋆
(
f ′
u[·]u(·)

)
+ η⋆

(
c′u[·]u(·)

)
.(3.4)

We intend to derive explicit representations of the multipliers λf
⋆, λ⋆

g and η⋆. For

arbitrary h ∈ Y, hk ∈ W
ny

k−1,∞ ([t0, tf ]) and hk+1 ∈ Lnc
∞ ([t0, tf ]) we consider the

linear system

ẋ(t) = Af (t)x(t) +Bf (t) y(t) + Cf (t)u(t) + h(t),(3.5)

0 = g′k−1,x[t]x(t) + hk(t),(3.6)

hk+1(t) = Ac(t)x(t) +Bc(t) y(t) + Cc(t)u(t),(3.7)

0 = Dx(t0),(3.8)

where

Af (t) := f ′
x[t], Bf (t) := f ′

y[t], Cf (t) := f ′
u[t],

Ac(t) := c′x[t], Bc(t) := c′y[t], Cc(t) := c′u[t],

h(t) :=


h1(t)
h2(t)
...

hk−1(t)

 .

By differentiating the algebraic equation (3.6) k − 1 times we obtain the linear
system

ẋ(t) = Af (t)x(t) +Bf (t) y(t) + Cf (t)u(t) + h(t)(3.9)

0 = Ag(t)x(t) +Bg(t) y(t) + Cg(t)u(t) + q (h(t))(3.10)

+
dk−1

dtk−1
hk(t)

hk+1(t) = Ac(t)x(t) +Bc(t) y(t) + Cc(t)u(t)(3.11)

0 = E x(t0) + q0 (h(t0)) + p0 (hk(t0))(3.12)

where 
q1 (h(t))
q2 (h(t))

...
qk−1 (h(t))

 := g′
x (x̂(t)) h(t), q (h(t)) :=

k−1∑
i=1

di−1

dti−1
qi (h(t)) ,
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q0 (h(t0)) :=



∑k−2
i=1

(
di−1

dti−1 qi+1 (h(t))
)∣∣∣

t=t0∑k−3
i=1

(
di−1

dti−1 qi+2 (h(t))
)∣∣∣

t=t0
...∑1

i=1

(
di−1

dti−1 qi+k−2 (h(t))
)∣∣∣

t=t0
0
0
...
0


,

p0 (hk(t0)) :=



(
dk−2

dtk−2 hk(t)
)∣∣∣

t=t0(
dk−3

dtk−3 hk(t)
)∣∣∣

t=t0
...(

d
dt hk(t)

)∣∣
t=t0

hk(t0)
0
...
0


,

Ag(t) := g′0,x[t], Bg(t) := g′0,y[t], Cg(t) := g′0,u[t]

For convenience we assume rank

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)
= ny + nc for almost every

t ∈ [t0, tf ] and the pseudo-inverse

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)+

is supposed to be essentially

bounded. Later we will introduce a weaker condition, because this condition is often
too strong, e.g. it does not hold for some box constraints. With this assumption
we are able to solve (3.10), (3.11) for (y, u):(

y(t)
u(t)

)
=

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)+

·
((

−q (h(t))− dk−1

dtk−1 hk(t)
hk+1(t)

)
−
(

Ag(t)
Ac(t)

)
x(t)

)
.

Inserting into (3.9) gives us the linear ODE

ẋ(t) = A(t)x(t) + h̃(t),(3.13)

0 = E x(t0) + q0 (h(t0)) + p0 (hk(t0)) ,

with

A(t) := Af (t)− (Bf (t), Cf (t))

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)+ (
Ag(t)
Ac(t)

)
,

h̃(t) := h(t) + (Bf (t), Cf (t))
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·
(

Bg(t) Cg(t)
Bc(t) Cc(t)

)+ ( −q (h(t))− dk−1

dtk−1 hk(t)
hk+1(t)

)
.

We denote the solution of the initial value problem

Φ̇(t) = A(t)Φ(t), Φ(t0) = I

by ΦA(·). The solution of (3.13) then reads as follows

x(t) = ΦA(t)
(
−E−1 (q0 (h(t0)) + p0 (hk(t0)))

)
(3.14)

+ ΦA(t)

∫ t

t0

ΦA(τ)
−1 h̃(τ) dτ.

Please note that E is non-singular owing to assumption (A2). Adding (3.2) - (3.4)
and exploiting (3.5) - (3.8), and (3.14) yields

0 = λf
⋆ (ẋ(·)−Af (·)x(·)−Bf (·) y(·)− Cf (·)u(·))

− λ⋆
g

(
g′k−1,x[·]x(·)

)
+ σ⊤Dx(t0) + ℓ0 φ

′[tf ]x(tf )

+ η⋆ (Ac(·)x(·) +Bc(·) y(·) + Cc(·)u(·))
= λf

⋆ (h(·)) + λ⋆
g (hk(·)) + η⋆ (hk+1(·))

+ σ⊤Dx(t0) + ℓ0 φ
′[tf ]x(tf )(3.15)

= λf
⋆ (h(·)) + λ⋆

g (hk(·)) + η⋆ (hk+1(·)) + σ⊤Dx(t0)

+ ℓ0 φ
′[tf ] ΦA(tf )

(
−E−1 (q0 (h(t0)) + p0 (hk(t0)))

)
+ ℓ0 φ

′[tf ] ΦA(tf )

∫ tf

t0

ΦA(τ)
−1 h̃(τ) dτ.

We introduce the notations

ξ⊤ := −ℓ0 φ
′[tf ] ΦA(tf )E

−1,

λf (t)
⊤ := ℓ0 φ

′[tf ] ΦA(tf )ΦA(t)
−1,

λg(t) := −λf (t)
⊤ (Bf (t), Cf (t))

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)+ (
I
0

)
,

η(t) := λf (t)
⊤ (Bf (t), Cf (t))

(
Bg(t) Cg(t)
Bc(t) Cc(t)

)+ (
0
I

)
and insert these expressions into (3.15) to get

λf
⋆ (h(·)) + λ⋆

g (hk(·)) + η⋆ (hk+1(·)) =

− ξ⊤ q0 (h(t0))−
∫ tf

t0

λf (t)
⊤ h(t) dt−

∫ tf

t0

λg(t)
⊤ q (h(t)) dt

− ξ⊤ p0 (hk(t0))−
∫ tf

t0

λg(t)
⊤ dk−1

dtk−1
hk(t) dt

+

∫ tf

t0

η(t)⊤ hk+1(t) dt.
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Thus, from this we obtain the following explicit representation of the multipliers:

λf
⋆ (h(·)) = −ξ⊤ q0 (h(t0))−

∫ tf

t0

λf (t)
⊤ h(t) dt,(3.16)

−
∫ tf

t0

λg(t)
⊤ q (h(t)) dt,

λ⋆
g (hk(·)) = −ξ⊤ p0 (hk(t0))−

∫ tf

t0

λg(t)
⊤ dk−1

dtk−1
hk(t) dt(3.17)

η⋆ (hk+1(·)) =
∫ tf

t0

η(t)⊤ hk+1(t) dt(3.18)

for arbitrary h ∈ Y, hk ∈ W
ny

k−1,∞ ([t0, tf ]) and hk+1 ∈ Lnc
∞ ([t0, tf ]). We define the

(augmented) Hamilton function by

H : Rnx × Rny × Rnu × Rnx × Rny × Rnc → R,

H (x, y, u,λf , λg, η) := λf
⊤ f (x, y, u) + λ⊤

g g0 (x, y, u) + η⊤ c (x, y, u) .

Next we investigate the variational equations (3.2) - (3.4) by using the representation
of the multipliers (3.16) - (3.18). For (3.2) we get

0 = λf
⋆
(
ẋ(·)− f ′

x[·]x(·)
)
− λ⋆

g

(
g′k−1,x[·]x(·)

)
+ η⋆

(
c′x[·]x(·)

)
+ σ⊤Dx(t0) + ℓ0 φ

′ (x̂(tf )) x(tf )

= ξ⊤ q0
(
f ′
x[t0]x(t0)− ẋ(t0)

)
+

∫ tf

t0

λf (t)
⊤ (f ′

x[t]x(t)− ẋ(t)
)
dt

+

∫ tf

t0

λg(t)
⊤

k−1∑
i=1

di−1

dti−1

[
g′i,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
dt

+ ξ⊤ p0

(
g′k−1,x[t0]x(t0)

)
+

∫ tf

t0

λg(t)
⊤ dk−1

dtk−1

(
g′k−1,x[t]x(t)

)
dt

+

∫ tf

t0

η(t)⊤ c′x[t]x(t) dt+ σ⊤Dx(t0) + ℓ0 φ
′ (x̂(tf )) x(tf )

= −ξ⊤
(
q0
(
f ′
x[t0]x(t0)− ẋ(t0)

)
+ p0

(
g′k−1,x[t0]x(t0)

))
+ λf (t0)

⊤ x(t0)− λf (tf )
⊤ x(tf )

+

∫ tf

t0

λf (t)
⊤ f ′

x[t]x(t) + λ̇f (t)
⊤ x(t) dt

+

∫ tf

t0

λg(t)
⊤ g′0,x[t]x(t) dt+

∫ tf

t0

η(t)⊤ c′x[t]x(t) dt

+ σ⊤Dx(t0) + ℓ0 φ
′ (x̂(tf )) x(tf )

=

∫ tf

t0

(
λ̇f (t)

⊤ +H′
x[t]
)
x(t) dt+

(
ℓ0 φ

′ (x̂(tf ))− λf (tf )
⊤
)
x(tf )

+

(
σ⊤D + λf (t0)

⊤ + ξ⊤
(

g′
x[t0]
0

))
x(t0),



NECESSARY AND SUFFICIENT CONDITIONS FOR OPTIMAL CONTROL PROBLEMS 373

where we exploited the following equality

k−1∑
i=1

di−1

dti−1

[
g′i,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
+

dk−1

dtk−1

(
g′k−1,x[t]x(t)

)
=

k−2∑
i=1

di−1

dti−1

[
g′i,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
+

(
dk−1

dtk−1

(
g′k−1,x[t]x(t)

))
+

dk−2

dtk−2

[
g′k−1,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
=

k−2∑
i=1

di−1

dti−1

[
g′i,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
+

dk−2

dtk−2

[(
d

dt

(
g′k−1,x[t]

)
+ g′k−1,x[t]f

′
x[t]

)
x(t)

]
=

k−2∑
i=1

di−1

dti−1

[
g′i,x[t]

(
f ′
x[t]x(t)− ẋ(t)

)]
+

dk−2

dtk−2

[
g′k−2,x[t]x(t)

]
...

=

(
d

dt

(
g′1,x[t]

)
+ g′1,x[t]f

′
x[t]

)
x(t)

= g′0,x[t]x(t).

Similarly we obtain

q0
(
f ′
x[t0]x(t0)− ẋ(t0)

)
+ p0

(
g′k−1,x[t0]x(t0)

)
=

(
g′
x[t0]
0

)
x(t0).

With this (3.3) gives us

0 = −λf
⋆
(
f ′
y[·] y(·)

)
+ η⋆

(
c′y[·] y(·)

)
= ξ⊤ q0

(
f ′
y[t0] y(t0)

)
+

∫ tf

t0

λf (t)
⊤ f ′

y[t] y(t) dt

+

∫ tf

t0

λg(t)
⊤ q
(
f ′
y[t] y(t)

)
dt+

∫ tf

t0

η(t)⊤ c′y[t] y(t) dt

=

∫ tf

t0

λf (t)
⊤ f ′

y[t] y(t) dt+

∫ tf

t0

λg(t)
⊤ g1,x[t]f

′
y[t] y(t) dt

+

∫ tf

t0

η(t)⊤ c′y[t] y(t) dt

=

∫ tf

t0

λf (t)
⊤ f ′

y[t] y(t) dt+

∫ tf

t0

λg(t)
⊤ g0,y[t] y(t) dt

+

∫ tf

t0

η(t)⊤ c′y[t] y(t) dt



374 B. MARTENS AND M. GERDTS

=

∫ tf

t0

H′
y[t] y(t) dt

and analog for (3.4) we get

0 = −λf
⋆
(
f ′
u[·]u(·)

)
+ η⋆

(
c′u[·]u(·)

)
=

∫ tf

t0

H′
u[t]u(t) dt.

Using a variational Lemma (see [8, p.115f]) we proved the following local minimum
principle, which is the first main result of this paper.

Theorem 3.1. Let Assumptions (A1)-(A4) be satisfied, and let rank(
g0,y[t] g0,u[t]
c′y[t] c′u[t]

)
= ny+nc almost everywhere in [t0, tf ] and let the pseudo-inverse(

g0,y[t] g0,u[t]
c′y[t] c′u[t]

)+

be essentially bounded. Then there exist multipliers

ℓ0 ∈ R, λf ∈ Wnx
1,∞ ([t0, tf ]) , λg ∈ L

ny
∞ ([t0, tf ]) , η ∈ Lnc

∞ ([t0, tf ]) , λ0 ∈ Rnx

such that the following conditions hold:

(i) ℓ0 ≥ 0, (ℓ0,λf , λg, η,λ0) ̸= 0
(ii) Adjoint DAE: For almost every t ∈ [t0, tf ] we have

λ̇f (t) = −H′
x (x̂(t), ŷ(t), û(t),λf (t), λg(t), η(t))

⊤ ,

0 = H′
y (x̂(t), ŷ(t), û(t),λf (t), λg(t), η(t))

⊤ .

(iii) Transversality conditions:

λf (t0)
⊤ = −λ0

⊤E,

λf (tf )
⊤ = ℓ0 φ

′ (x̂(tf )) .

(iv) Stationarity of the Hamilton function: For almost every t ∈ [t0, tf ] we have

0 = H′
u (x̂(t), ŷ(t), û(t),λf (t), λg(t), η(t))

⊤ .

(v) Complementarity conditions: For almost every t ∈ [t0, tf ] we have

η(t) ≥ 0 and η(t)⊤ c (x̂(t), ŷ(t), û(t)) = 0.

Remark 3.2. As noted before, the rank condition

rank

(
g0,y[t] g0,u[t]
c′y[t] c′u[t]

)
= ny + nc

is often too strong. By interpreting the algebraic equation g0[t] = 0 as active
constraints, one can show similarly to [18], that it is sufficient to assume there exist
ϱ > 0 and α > 0 such that∥∥∥∥∥

(
Bg(t) Cg(t)
Bϱ

c (t) Cϱ
c (t)

)⊤
d

∥∥∥∥∥ ≥ α ∥d∥ for all d ∈ Rny+iϱ(t) and a.e. t ∈ [t0, tf ]



NECESSARY AND SUFFICIENT CONDITIONS FOR OPTIMAL CONTROL PROBLEMS 375

where

I := {1, 2, . . . , nc} , Iϱ(t) := {i ∈ I | ci[t] ≥ −ϱ} , iϱ(t) := |Iϱ(t)| ,
Bϱ

c (t) :=
[
c′i,y[t]

]
i∈Iϱ(t)

, Cϱ
c (t) :=

[
c′i,u[t]

]
i∈Iϱ(t)

.

4. Sufficient conditions

In this section we derive second order sufficient conditions for (OCP) in form of
a Riccati equation. To this end we assume the following:

(A5) There exists a KKT point(
x̂, ŷ, û, λ̂f , λ̂g, η̂, λ̂0, ℓ̂0

)
,

which satisfies the local minimum principle in Theorem 3.1 with ℓ̂0 = 1.

This assumption holds if some constraint qualifications are satisfied (see e.g. [8,
p.148]). Furthermore we introduce the Lagrange function

L (x, y, u,λf , λg, η,λ0) := φ (x(tf )) + λ0
⊤
(

g (x(t0))
D
(
x(t0)− x0

) )
+

∫ tf

t0

H (x(t), y(t), u(t),λf (t), λg(t), η(t))− λf (t)
⊤ ẋ(t) dt.

Our goal is to find sufficient conditions such that the coercivity condition

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂, λ̂0

)
(z, z) ≥ γ ∥z∥2

Ẑ

holds for some γ > 0. To this end we introduce the set of active indices

Ia(t) := {i ∈ I | ci[t] = 0} , ia(t) := |Ia(t)|

and the set of indices of those active constraints where the strict complementarity
condition holds

I+(t) := {i ∈ Ia(t) | η̂i(t) > 0} .

We introduce the following abbreviations

Aa
c (t) :=

[
c′i,x[t]

]
i∈Ia(t)

, Ba
c (t) :=

[
c′i,y[t]

]
i∈Ia(t)

, Ca
c (t) :=

[
c′i,u[t]

]
i∈Ia(t)

,

A+
c (t) :=

[
c′i,x[t]

]
i∈I+(t)

, B+
c (t) :=

[
c′i,y[t]

]
i∈I+(t)

, C+
c (t) :=

[
c′i,u[t]

]
i∈I+(t)

.

Furthermore we assume

(A6) There exists some α > 0 such that(
Bg(t) Cg(t)
Ba

c (t) Ca
c (t)

) (
Bg(t) Cg(t)
Ba

c (t) Ca
c (t)

)⊤
≥ α Iny+ia(t) for a.e. t ∈ [t0, tf ].

(A7) The strengthened Legendre Clesch condition is satisfied, namely there exists

some β̃ > 0 such that(
d⊤y , d

⊤
u

) ( H′′
yy[t] H′′

yu[t]
H′′

uy[t] H′′
uu[t]

) (
dy
du

)
≥ β̃

∥∥∥∥( dy
du

)∥∥∥∥2
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for almost every t ∈ [t0, tf ] and for all(
dy
du

)
∈ ker

(
Bg(t) Cg(t)
B+

c (t) C+
c (t)

)
.

We define the function

κ (x0,xf ,λ0) := φ (xf ) + λ0
⊤
(

g (x0)
D
(
x0 − x0

) ) .

The next step is to derive a suitable Riccati equation. To this end we consider
the following parametric mathematical program depending on the parameter ζ =
(x,λf ) ∈ Rnx × Rnx :

(MP(ζ))

Minimize λf
⊤ f (x, y, u)

w.r.t.

(
y
u

)
∈ Rny+nu

s.t. g0 (x, y, u) = 0,

c (x, y, u) ≤ 0.

For ζ̂(t) =
(
x̂(t), λ̂f (t)

)
the problem (MP(ζ̂(t))) has the solution and multipliers(

ŷ(t), û(t), λ̂g(t), η̂(t)
)

by virtue of (A6) and (A7). Using the sensitivity result

from [28] we get the following: There exists a ρ > 0 such that for all t ∈ [t0, tf ] and
every

ζ ∈
{
ζ ∈ Rnx × Rnx

∣∣∣∥∥∥ζ − ζ̂(t)
∥∥∥ ≤ ρ

}
there exists a locally unique solution (y(ζ), u(ζ)) of (MP(ζ)) and unique associated

multipliers (λg(ζ), η
a(ζ)) ∈ Rny ×Ria(t). Furthermore (y(ζ), u(ζ)) and (λg(ζ), η

a(ζ))

are Fréchet differentiable functions with respect to ζ at ζ̂(t). For arbitrary increment
d ∈ Rnx × Rnx the differentials(

yζ(ζ̂(t))

uζ(ζ̂(t))

)
d ∈ Rny+nu ,

(
λg,ζ(ζ̂(t))

ηaζ (ζ̂(t))

)
d ∈ Rny+ia(t)

are given as the solution and the associated multipliers of the following linear qua-
dratic mathematical program:

(LQRd(t))

Min
1

2

(
v⊤, w⊤

) ( H′′
yy[t] H′′

yu[t]
H′′

uy[t] H′′
uu[t]

) (
v
w

)
+
(
v⊤, w⊤

) ( H′′
yx[t] Bf (t)

⊤

H′′
ux[t] Cf (t)

⊤

)
d

w.r.t.

(
v
w

)
∈ Rny+nu
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s.t.

(
Bg(t) Cg(t)
Ba

c (t) Ca
c (t)

) (
v
w

)
+

(
Ag(t) 0
Aa

c (t) 0

)
d = 0.

The necessary conditions yield the solution and multipliers
yζ(ζ̂(t))

uζ(ζ̂(t))

λg,ζ(ζ̂(t))

ηaζ (ζ̂(t))

 d = −Ra(t)−1 (Sa(t),Ka(t)) d,

where

Ra(t) :=


H′′

yy[t] H′′
yu[t] Bg(t)

⊤ Ba
c (t)

⊤

H′′
uy[t] H′′

uu[t] Cg(t)
⊤ Ca

c (t)
⊤

Bg(t) Cg(t) 0 0
Ba

c (t) Ca
c (t) 0 0

 ,

Sa(t) :=


H′′

yx[t]
H′′

ux[t]
Ag(t)
Aa

c (t)

 , Ka(t) :=


Bf (t)

⊤

Cf (t)
⊤

0
0


with Ra(t) ∈ R(ny+nu+ny+ia(t))×(ny+nu+ny+ia(t)), Sa(t) ∈ R(ny+nu+ny+ia(t))×nx and

Ka(t) ∈ R(ny+nu+ny+ia(t))×nx . Since d ∈ Rnx × Rnx was arbitrarily chosen we
obtain the partial derivatives

yx(ζ̂(t))

ux(ζ̂(t))

λg,x(ζ̂(t))

ηax(ζ̂(t))

 = −Ra(t)−1 Sa(t),


yλf

(ζ̂(t))

uλf
(ζ̂(t))

λg,λf
(ζ̂(t))

ηaλf
(ζ̂(t))

 = −Ra(t)−1Ka(t).

Next we consider the following linear quadratic optimal control problem:

Min 1
2

∫ tf
t0

z(t)⊤H′′
zz[t] z(t) dt

+1
2

(
x(tf )

⊤ κ′′xfxf
x(tf ) + x(t0)

⊤ κ′′x0x0
x(t0)

)
w.r.t. z ∈ Z

s.t. ẋ(t) = Af (t)x(t) +Bf (t) y(t) + Cf (t)u(t),
0 = Ag(t)x(t) +Bg(t) y(t) + Cg(t)u(t),
0 = Aa

c (t)x(t) +Ba
c (t) y(t) + Ca

c (t)u(t),
0 = E x(t0).

Since the matrix E is non-singular by assumption (A2), we can deduce that x(t0) =
0 and therefore consider the equivalent problem
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(LQOCP)

Min 1
2

∫ tf
t0

z(t)⊤H′′
zz[t] z(t) dt+

1
2 x(tf )

⊤ κ′′xfxf
x(tf )

w.r.t. z ∈ Z

s.t. ẋ(t) = Af (t)x(t) +Bf (t) y(t) + Cf (t)u(t),
0 = Ag(t)x(t) +Bg(t) y(t) + Cg(t)u(t),
0 = Aa

c (t)x(t) +Ba
c (t) y(t) + Ca

c (t)u(t),
0 = x(t0).

Our goal is to derive sufficient conditions under which the objective function of
(LQOCP) is coercive on the feasible set. According to [26, ch.III] the associated
Riccati equation to (LQOCP) looks as follows:

Ṗ (t) = −P (t)Af (t)−Af (t)
⊤ P (t)−H′′

xx[t](4.1)

+
(
P (t)Ka(t)⊤ + Sa(t)⊤

)
Ra(t)−1 (Ka(t)P (t) + Sa(t)) ,

P (tf ) = κ′′xfxf
,(4.2)

where P (t) ∈ Rnx×nx is symmetric. To prove that there exists a γ > 0 such that
the coercivity condition

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂, λ̂0

)
(z, z) ≥ γ ∥z∥2

Ẑ
(4.3)

holds for all feasible z = (x, y, u), we assume the following:

(A8) The Riccati equation (4.1), (4.2) has a bounded solution P (·).
z = (x, y, u) satisfies the linear differential equation

0 = ẋ(t)−Af (t)x(t)−Bf (t) y(t)− Cf (t)u(t).

Multiplying by −2x(t)⊤ P (t) from the left, using integration by parts, exploiting
the differential equations for x and P , and rearranging terms yields

0 = 2

∫ tf

t0

x(t)⊤ P (t) (Af (t)x(t) +Bf (t) y(t) + Cf (t)u(t)− ẋ(t)) dt

=

∫ tf

t0

x(t)⊤ P (t)Af (t)x(t) + x(t)⊤Af (t)
⊤ P (t)x(t)

+ 2x(t)⊤ P (t) (Bf (t) y(t) + Cf (t)u(t)) + x(t)⊤ Ṗ (t)x(t) dt

− x(tf )
⊤ κ′′xfxf

x(tf )

=

∫ tf

t0

2x(t)⊤ P (t) (Bf (t) y(t) + Cf (t)u(t))− x(t)⊤H′′
xx[t]x(t)

+ x(t)⊤
(
P (t)Ka(t)⊤ + Sa(t)⊤

)
Ra(t)−1 (Ka(t)P (t) + Sa(t)) x(t) dt

− x(tf )
⊤ κ′′xfxf

x(tf ).
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Adding this equality to

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z) =

∫ tf

t0

z(t)⊤H′′
zz[t] z(t) dt+ x(tf )

⊤ κ′′xfxf
x(tf )

and performing some lengthly but basic calculations yields

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z) =

∫ tf

t0

va(t)⊤Ra(t) va(t) dt,

where

va(t) := Ra(t)−1 (Ka(t)P (t) + Sa(t)) x(t) +


y(t)
u(t)
0
0

 .

Next we want to prove, that

va(t) ∈ ker

(
Bg(t) Cg(t) 0 0
Ba

c (t) Ca
c (t) 0 0

)
.(4.4)

We consider the equalities

0 =

(
Ag(t) Bg(t) Cg(t)
Aa

c (t) Ba
c (t) Ca

c (t)

)  x(t)
y(t)
u(t)


and (

Bg(t) Cg(t) 0 0

B
(
ct) Ca

c (t) 0 0

)
Rα(t)−1 =

(
0 0 I 0
0 0 0 I

)
.

With this we get(
Bg(t) Cg(t) 0 0
Ba

c (t) Ca
c (t) 0 0

)
va(t)

=

(
0 0 I 0
0 0 0 I

)
(Ka(t)P (t) + Sa(t)) x(t)

+

(
Bg(t) Cg(t)
Ba

c (t) Ca
c (t)

) (
y(t)
u(t)

)

=

(
Ag(t) Bg(t) Cg(t)
Aa

c (t) Ba
c (t) Ca

c (t)

)  x(t)
y(t)
u(t)


= 0.

(4.4) implies

va(t)⊤Ra(t) va(t) ≥ 0,

which gives us

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z) ≥ 0.
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Now we choose a sufficiently small β > 0 such that assumption (A7) is satisfied
and the Riccati-equation, where we replace Ra(t) by

Ra
β(t) := Ra(t)− β


I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0

 ,

has a bounded solution Pβ(·), which is possible by an extension of a basic result for
Volterra integral equations, see [30, p. 103]. Taking the same steps as before we
obtain

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z)− β ∥(y, u)∥22 =

∫ tf

t0

vaβ(t)
⊤Ra

β(t) v
a
β(t) dt ≥ 0

with

vaβ(t) := Ra
β(t)

−1 (Ka(t)Pβ(t) + Sa(t)) x(t) +


y(t)
u(t)
0
0


which gives us the inequality

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z) ≥ β ∥(y, u)∥22 .

[11, Lemma 3.3.4] prove the following inequality∥∥ΦAf
(t)ΦAf

(s)−1
∥∥ ≤ e∥Af∥∞ (t−s),

which we exploit to get a bound for x, namely

∥x∥22 =
∫ tf

t0

∥∥∥∥∫ t

t0

ΦAf
(t)ΦAf

(τ)−1 (Bf (τ), Cf (τ))

(
y(τ)
u(τ)

)
dτ

∥∥∥∥2 dt

≤
∫ tf

t0

∫ t

t0

∥∥∥∥ΦAf
(t)ΦAf

(τ)−1 (Bf (τ), Cf (τ))

(
y(τ)
u(τ)

)∥∥∥∥2 dτ dt

≤
∫ tf

t0

∫ tf

t0

(
e∥Af∥∞ (t−t0) ∥(Bf , Cf )∥∞

∥∥∥∥( y(τ)
u(τ)

)∥∥∥∥)2

dτ dt

≤
∥(Bf , Cf )∥2∞
2 ∥Af∥∞

(
e2∥Af∥∞ (tf−t0) − 1

) ∥∥∥∥( y
u

)∥∥∥∥2
2

.

We define the constant δ0 :=
∥(Bf ,Cf)∥2

∞
2∥Af∥∞

(
e2∥Af∥∞ (tf−t0) − 1

)
. For ẋ we obtain

∥ẋ∥22 =
∫ tf

t0

∥∥∥∥Af (t)x(t) + (Bf (t), Cf (t))

(
y(t)
u(t)

)∥∥∥∥2 dt

≤
(
∥Af∥∞ ∥x∥2 + ∥(Bf , Cf )∥∞

∥∥∥∥( y
u

)∥∥∥∥
2

)2

≤
(
∥Af∥∞

√
δ0 + ∥(Bf , Cf )∥∞

)2 ∥∥∥∥( y
u

)∥∥∥∥2
2
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and we define the constant δ1 :=
(
∥Af∥∞

√
δ0 + ∥(Bf , Cf )∥∞

)2
. We introduce the

notation

f (i)
(
x(i−1)(·)

)
:=


fi
(
x(i−1)(·)

)
fi+1

(
x(i)(·)

)
...

fk−1

(
x(k−2)(·)

)
 , A

(i)
f (t) :=

∂ f (i)

∂ x(i−1)
[t].

The derivative of x(2) with respect to t then reads as follows

ẋ(2)(t) = A
(2)
f (t)x(1)(t).

Derivation with respect to t yields

ẍ(2)(t) =

(
d

dt
A

(2)
f (t)

)
x(1)(t) +A

(2)
f (t) ẋ(1)(t).

so we get the estimate∥∥∥ẍ(2)
∥∥∥2
2
=

∫ tf

t0

∥∥∥∥( d

dt
A

(2)
f (t)

)
x(1)(t) +A

(2)
f (t) ẋ(1)(t)

∥∥∥∥2 dt

≤
(∥∥∥∥( d

dt
A

(2)
f (·)

)∥∥∥∥
∞

∥∥∥x(1)
∥∥∥
2
+
∥∥∥A(2)

f

∥∥∥
∞

∥∥∥ẋ(1)
∥∥∥
2

)2

≤
(∥∥∥∥( d

dt
A

(2)
f (·)

)∥∥∥∥
∞

√
δ0 +

∥∥∥A(2)
f

∥∥∥
∞

√
δ1

)2 ∥∥∥∥( y
u

)∥∥∥∥2
2

and we define δ2 :=
(∥∥∥( d

dt A
(2)
f (·)

)∥∥∥
∞

√
δ0 +

∥∥∥A(2)
f

∥∥∥
∞

√
δ1

)2
. Similarly we get an

upper bound δ3 for the third derivative of x(3), a bound δ4 for the fourth derivative
of x(4) up to δk−1 for the (k−1)-st derivative x(k−1). Altogether we have the bound

∥z∥2
Ẑ
≤ δ

∥∥∥∥( y
u

)∥∥∥∥2
2

with δ := max {δ0, δ1, δ2, . . . , δk−1, 1}, which finally gives us the coercivity condition

L′′
zz

(
ẑ, λ̂f , λ̂g, η̂.λ̂0

)
(z, z) ≥ β ∥(y, u)∥22 ≥

β

δ
∥z∥2

Ẑ
.

We thus proved the following sufficient condition for (OCP), which is the second
main result of this paper:

Theorem 4.1. Let the conditions (A2) - (A8) for a KKT point
(
ẑ, λ̂f , λ̂g, η̂, λ̂0

)
be satisfied. Then there exist χ > 0 and ϵ > 0 such that

J(z) ≥ J (ẑ) + χ ∥z − ẑ∥2
Ẑ

(4.5)

for all feasible z ∈ {v ∈ Z |∥v − ẑ∥Z < ϵ}.

Proof. Since the coercivity condition (4.3) holds, according to [21, Thm. 3.5]
there exist χ > 0 and ϵ > 0 such that (4.5) holds for every feasible z ∈
{v ∈ Z |∥v − ẑ∥Z < ϵ}. □
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5. Example

We consider the following index 3 problem equivalent to the Minimum-Energy
Problem (see e.g.: [8, p. 4]):

Minimize

1

2
x1(1)

⊤

 0 0 0
0 1 0
0 0 0

 x1(1) + (0, 3, 1) x1(1)

with respect to

x1 ∈ W 3
1,∞ ([0, 1]) , x2 ∈ W 2

2,∞ ([0, 1]) , y ∈ L1
∞ ([0, 1]) , u ∈ L1

∞ ([0, 1])

subject to

ẋ1(t) =

 u(t)− y(t)
u(t)

1
2 u(t)

2

 ,

ẋ2(t) =

(
0 −1 0
1 0 0

)
x1(t) +

(
0 0
1 0

)
x2(t),

0 = (0, 1) x2(t)− 1,

and the initial conditions

0 =

(
0 1 0
0 0 1

) x1(0)−

 0
1
0

 ,

0 = (1, 0)

(
x2(0)−

(
0
1

))
.

We obtain the hidden constraints by differentiating the algebraic equation twice
with respect to time t, namely

0 = g1 (x1(t), x2(t)) = (1, 0, 0) x1(t) + (1, 0) x2(t),

0 = g0 (x1(t), x2(t), y(t), u(t)) = (0,−1, 0) x1(t)− y(t) + u(t).

Assumptions (A2) and (A3) are satisfied, since g′0,y (x1, x2, y, u) = −1 holds for

every (x1, x2, y, u) ∈ R3 × R2 × R× R and the matrix

E =

(
gx (x(0))

D

)
=


1 0 0 1 0
0 0 0 0 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0


has full rank. To derive the necessary conditions for this problem we introduce the
Hamilton function

H (x1, x2, y, u, λf,1, λf,2, λg)

= λ⊤
f,1

 u− y
u

1
2 u

2

+ λ⊤
f,2

((
0 −1 0
1 0 0

)
x1 +

(
0 0
1 0

)
x2

)
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+ λ⊤
g ((0,−1, 0) x1 − y + u) .

This yields the adjoint DAE

λ̇f,1(t) =

 0 −1
1 0
0 0

 λf,2(t) +

 0
1
0

 λg(t),

λ̇f,2(t) =

(
0 −1
0 0

)
λf,2(t),

0 = (−1, 0, 0) λf,1(t)− λg(t),

the transversality conditions(
λf,1(0)
λf,2(0)

)
= −E⊤

(
λ0,1

λ0,2

)

λf,1(1) = ℓ0

 0 0 0
0 1 0
0 0 0

 x̂1(1) +

 0
3
1

 ,

λf,2(1) =

(
0
0

)
,

and the stationarity of the Hamilton function

0 = (1, 1, û(t)) λf,1(t) + λg(t).

For ℓ0 = 1 we get the solution

x̂1(t) =

 −t2 + t
−2 t+ 1

2 t

 , x̂2(t) =

(
t2 − t
1

)
,

ŷ(t) = 2 t− 3, û(t) = −2,

λ̂f,1(t) =

 0
2
1

 , λ̂f,2(t) =

(
0
0

)
, λ̂g(t) = 0,

λ̂0,1 =

 0
0
−2

 , λ̂0,2 =

(
−1
0

)
.

Next we want to confirm that this KKT-point is a (local) minimizer for our problem,
by proving, that the coercivity condition (4.3) holds. To that end we consider the
second derivative of the Lagrange function at the KKT-point

L′′
zz

(
x̂1x̂2, λ̂f,1, λ̂f,2, λ̂g, λ̂0,1, λ̂0,2

)
(z, z)

= x1(1)
⊤

 0 0 0
0 1 0
0 0 0

 x1(1) +

∫ 1

0
∥u(t)∥2 dt
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and the linearized system

ẋ1 =

 −1
0
0

 y(t) +

 1
1
−2

 u(t),

ẋ2 =

(
0 −1 0
1 0 0

)
x1(t) +

(
0 0
1 0

)
x2(t),

0 = (0,−1, 0) x1(t)− y(t) + u(t),

x1(0) = 0,

x2(0) = 0.

Our goal is to find a constant γ > 0, such that

L′′
zz

(
x̂1, x̂2, ŷ, û, λ̂f,1, λ̂f,2, λ̂g, λ̂0

)
(z, z) ≥ γ ∥z∥2

Ẑ

for every z = (x1, x2, y, u) satisfying the linearized system with the norm ∥z∥Ẑ :=
max {∥x1∥1,2, ∥x2∥2,2, ∥y∥2, ∥u∥2}.
Solving the algebraic equation for y(t) and inserting into the differential equation
gives us the system

ẋ1 =

 0 1 0
0 0 0
0 0 0

 x1(t) +

 0
1
−2

 u(t),

ẋ2 =

(
0 −1 0
1 0 0

)
x1(t) +

(
0 0
1 0

)
x2(t),

x1(0) = 0,

x2(0) = 0.

The differential equation for x1 has the solution

x1(t) =

∫ t

0

 t− τ
1
−2

 u(τ) dτ

and the norm satisfies

∥x1∥22 =
∫ 1

0

∥∥∥∥∥∥
∫ t

0

 t− τ
1
−2

 u(τ) dτ

∥∥∥∥∥∥
2

dt

≤
∫ 1

0

∫ t

0

(
(t− τ)2 + 5

)
∥u(τ)∥2 dτ dt

≤ 6 ∥u∥22.

For y(t) = (0,−1, 0) x1(t) + u(t) we get the estimate

∥y∥22 ≤ (∥ (0,−1, 0) x1∥2 + ∥u∥2)2

≤ (∥x1∥2 + ∥u∥2)2

≤ 12 ∥u∥22.
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Using the original equation for ẋ1 yields

∥ẋ1∥22 ≤

∥∥∥∥∥∥
 −1

0
0

 y

∥∥∥∥∥∥
2

+

∥∥∥∥∥∥
 1

1
−2

 u

∥∥∥∥∥∥
2

2

≤
(
∥y∥2 +

√
6 ∥u∥2

)2
≤ 36 ∥u∥22.

Now we consider the differential equation for x2, namely

ẋ2(t) =

(
0 −1 0
1 0 0

)
x1(t) +

(
0 0
1 0

)
x2(t),

which has the solution

x2(t) =

∫ t

0

(
1 0

t− τ 1

) (
0 −1 0
1 0 0

)
x1(τ) dτ

=

∫ t

0

∫ τ

0

(
−1

2 τ − t− s

)
u(s) ds dτ.

We get the estimate

∥x2∥22 =
∫ 1

0

∥∥∥∥∫ t

0

∫ τ

0

(
−1

2 τ − t− s

)
u(s) ds dτ

∥∥∥∥2 dt

≤ 9 ∥u∥22.

Furthermore we have

∥ẋ2∥22 ≤
(∥∥∥∥( 0 −1 0

1 0 0

)
x1

∥∥∥∥
2

+

∥∥∥∥( 0 0
1 0

)
x2

∥∥∥∥
2

)2

≤ (∥x1∥2 + ∥x2∥2)
2

≤ 30 ∥u∥22.

The second derivative of x2 satisfies the equation

ẍ2(t) =

(
0 −1 0
1 0 0

)
ẋ1(t) +

(
0 0
1 0

)
ẋ2(t)

=

(
0 0 0
0 −1 0

)
x1(t) +

(
0
−1

)
y(t) +

(
−1
1

)
u(t)

so we get

∥ẍ2∥22 ≤
(∥∥∥∥( 0 0 0

0 −1 0

)
x1

∥∥∥∥+ ∥∥∥∥( 0
−1

)
y

∥∥∥∥+ ∥∥∥∥( −1
1

)
u

∥∥∥∥)2

≤
(
∥x1∥2 + ∥y∥2 +

√
2 ∥u∥2

)2
≤ 54 ∥u∥22.
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Summing up we have ∥z∥2
Ẑ
≤ 54 ∥u∥22, so ∥u∥22 ≥ 1

54 ∥z∥
2
Ẑ
. Finally we get a lower

bound for the second derivative of the Lagrange function, namely

L′′
zz

(
x̂1, x̂2, ŷ, û, λ̂f,1, λ̂f,2, λ̂g, λ̂0

)
(z, z)

= ∥(0, 1, 0) x1(1)∥2 +
∫ 1

0
∥u(t)∥2 dt

≥ ∥u∥22 ≥
1

54
∥z∥2

Ẑ
.

6. Conclusions

The paper establishes first order necessary optimality conditions in terms of a
local minimum principle and sufficient conditions for a class of nonlinear DAE op-
timal control problems subject to mixed control-state constraints and Hessenberg
DAEs of arbitrary index. Such DAEs typically occur in mechanical engineering and
path planning problems. The application of the presented results to such problems
will be the subject of future research. To this end, it would be important to extend
the results to problems with pure state constraints. Likewise, a generalization to
more general DAEs or even arbitrarily structured DAEs would be desirable.
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[3] F. Clarke, Y. Ledyaev and M. d. R. de Pinho,An extension of the Schwarzkopf multiplier rule
in optimal control, SIAM J. Control Optim. 49 (2011), 599–610.

[4] A. V. Dmitruk, Maximum principle for the general optimal control problem with phase and
regular mixed constraints, Comput. Math. Model. 4 (1993), 364–377.

[5] A. L. Dontchev, W. W. Hager, A. B. Poore and Y. Bing, Optimality, stability, and convergence
in nonlinear control, Appl. Math. Optim. 31 (1995), 297–326.

[6] L. C. Evans, Partial Differential Equations, Second Edition, Graduate Studies in Mathematics,
vol.19, American Mathematical Society, 2010.

[7] M. Gerdts, Local Minimum principle for optimal control problems subject to index-two
differential-algebraic equations, J. Optim. Theory Appl. 130 (2006), 443–462.

[8] M. Gerdts, Optimal control of ODEs and DAEs. Walter de Gruyter, Berlin/Boston, 2012.
[9] M. Gerdts, A survey on optimal control problems with differential-algebraic equations, in: Sur-

veys in Differential-Algebraic Equations II. Differential-Algebraic Equations Forum, A. Ilch-
mann, T. Reis T. (eds), Springer, Cham, 2015, pp. 103–161.

[10] W. W. Hager, Lipschitz continuity for constrained processes, SIAM J. Control Optim. 17
(1979), 321–338.

[11] D. Hinrichsen and A. J. Pritchard, Mathematical Systems Theory I. Modelling, State Space
Analysis, Stability and Robustness, Text in Applied Mathematics, vol.48: Springer Verlag,
Berlin 2005.

[12] P. Kunkel and V. Mehrmann, The linear quadratic optimal control problem for linear descriptor
systems with variable coefficients, Math. Control, Signals, Systems 10 (1997), 247–264.

[13] P. Kunkel and V. Mehrmann, Optimal control for unstructured nonlinear differential-algebraic
equations of arbitrary index, Math. Control, Signals, Systems 20 (2008), 227–269.

[14] G. A. Kurina and R. März, On linear-quadratic optimal control problems for time-varying
descriptor systems, SIAM J. Control Optim. 42 (2004), 2062–2077.



NECESSARY AND SUFFICIENT CONDITIONS FOR OPTIMAL CONTROL PROBLEMS 387

[15] L. A. Ljusternik and W. I. Sobolew, Elemente Der Funktionalanalysis, Fünfte Auflage,
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